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Abstract

Abstract

In the context of digital transformation, enterprises increasingly rely on cloud services, remote
collaboration, and distributed infrastructures. Traditional WAN architectures based on technologies
like leased lines and MPLS often struggle to meet modern demands for agility, scalability, and cost-
efficiency. Software-Defined Wide Area Network (SD-WAN) emerges as a strategic solution by
separating the control and data planes, enabling centralized management, application-aware routing,
and reduced operational complexity.

This final year project investigates SD-WAN as a modern alternative to traditional WANS,
focusing on its architecture, deployment models, and integrated security capabilities. Cisco Catalyst
SD-WAN was selected for implementation due to its modular design and robust enterprise features. A
virtual lab environment was developed to simulate a multi-branch enterprise network, including
controller bootstrap, certificate-based authentication, edge device onboarding, and policy enforcement.

The project demonstrates the practical benefits of SD-WAN in terms of scalability, security,
and performance optimization. The outcomes provide a concrete methodology for enterprises aiming
to adopt SD-WAN to enhance their network flexibility and management efficiency.

Keywords: WAN, MPLS, SDN, SD-WAN, Cisco Catalyst SD-WAN, GNS3
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Abstract

Résumeé

Dans le contexte de la transformation numérique, les entreprises s’appuient de plus en plus sur
les services en nuage, la collaboration a distance et des infrastructures distribuées. Les architectures
de réseau étendu (WAN) traditionnelles, basées sur des technologies telles que les lignes louées et la
commutation d’étiquettes multiprotocole (MPLS), peinent souvent a répondre aux exigences actuelles
en maticre d’agilité, de scalabilité et de rentabilité. Le réseau étendu défini par logiciel (SD-WAN)
s’impose comme une solution stratégique en séparant le plan de contréle du plan de données,
permettant ainsi une gestion centralisée, un routage intelligent selon les applications et une réduction
de la complexité opérationnelle.

Ce projet de fin d’études explore le réseau étendu défini par logiciel (SD-WAN) comme une
alternative moderne aux réseaux étendus traditionnels, en mettant 1’accent sur son architecture, ses
modeles de déploiement et ses capacités de sécurité intégrées. La solution Cisco Catalyst réseau étendu
défini par logiciel a été choisie pour sa conception modulaire et ses fonctionnalités avancées destinées
aux environnements d’entreprise. Un laboratoire virtuel a été mis en place afin de simuler un réseau
d’entreprise multi-sites, comprenant le démarrage initial (bootstrap) des controleurs, I’authentification
par certificats, 1’enregistrement des équipements périphériques (onboarding) et 1’application des
politiques de sécurité.

Le projet met en évidence les avantages pratiques du réseau étendu défini par logiciel (SD-
WAN) en matiére de scalabilité, de sécurité et d’optimisation des performances. Les résultats obtenus
fournissent une méthodologie concréte pour les entreprises souhaitant adopter le SD-WAN afin
d’améliorer la flexibilité et I’efficacité de la gestion de leur réseau.

Mots clés : Réseau étendu, MPLS, SDN, SD-WAN, Cisco Catalyst SD-WAN, GNS3
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Introduction

General Introduction

In today’s digital era, enterprises are increasingly reliant on distributed computing, cloud-based
services, and geographically dispersed teams. To support this transformation, Wide Area Networks
(WANSs) have become the backbone for enabling secure and efficient connectivity between branch
offices, data centres, and cloud applications. Traditionally, enterprise WANs have been built upon
technologies such as leased lines and Multiprotocol Label Switching (MPLS), which, while reliable,
often lack the agility, scalability, and cost-efficiency demanded by modern business needs.

The emergence of Software-Defined Wide Area Network (SD-WAN) technology represents a
paradigm shift in enterprise networking. By decoupling the network control and data planes, SD-WAN
introduces centralized orchestration and application-aware routing, while significantly reducing
operational complexity and infrastructure costs. These capabilities make SD-WAN a suitable solution
for enterprises seeking to optimize performance, enhance security, and streamline connectivity across
hybrid multi-cloud environments.

This final year project aims to explore and implement SD-WAN as a modern alternative to
traditional WAN infrastructures. After presenting the evolution of WAN technologies and the
limitations of legacy MPLS-based architectures, the project focuses on the design and deployment of
a Cisco Catalyst SD-WAN solution in a simulated enterprise environment.

Chapter 1 presents an introduction to WAN technologies, where we explored the principles of
traditional architectures such as MPLS, identified their limitations, and introduced Software-Defined
Networking (SDN) as a foundational concept leading to SD-WAN. The chapter also outlines the
benefits of SD-WAN, common deployment models, step-by-step implementation strategies, and the
key challenges involved in migrating from MPLS to SD-WAN.

Chapter 2 is dedicated to a comparative study of available SD-WAN solutions, culminating in
the selection of Cisco Catalyst SD-WAN for our implementation. This chapter details the solution’s
architecture, components (including vManage, vSmart, vBond, and WAN Edge), its policy-driven
control mechanisms, and integrated security capabilities such as segmentation, IPS/IDS, and
application-aware policies.

Chapter 3 focuses on the practical implementation of Cisco Catalyst SD-WAN in a simulated
environment using GNS3. We successfully deployed all control plane elements and WAN Edge
devices, onboarded them into the SD-WAN fabric, tested network reachability using advanced
diagnostics, and applied security policies to validate end-to-end protection.

Having established the critical need for modern WAN solutions in today's digital landscape, we
now turn our attention to examining the technological evolution that has shaped enterprise networking.
Chapter 1 provides a comprehensive foundation by exploring the journey from traditional WAN
architectures to the emergence of Software-Defined networking paradigms.
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Chapter One:

Evolution of Wide Area Network (WAN)
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Chapter One: Evolution of Wide Area Network (WAN) technologies

Introduction

Wide Area Network (WAN) plays a crucial role in connecting geographically dispersed
branches and data centres, enabling communication, remote monitoring and resource sharing across
enterprise sites. However, traditional WAN architectures, primarily based on legacy technologies such
as leased lines and Multi-Protocol Label Switching (MPLS), are increasingly proving inadequate in
meeting modern performance, flexibility, and cost-efficiency requirements.

This chapter provides an overview of the evolution of WAN technologies. It explores the
functionality of MPLS. To establish a foundation for understanding Software-Defined solutions, the
chapter introduces Software-Defined Networking (SDN). Building upon this, the concept of Software-
Defined Wide Area Networking (SD-WAN) is presented in detail, including its architecture,
components, advantages, and the reasons for its growing adoption as a superior alternative to
traditional WAN models. Finally, the chapter addresses the aspects of migrating from legacy WAN
infrastructures to SD-WAN in enterprise contexts. This includes common migration strategies,
deployment models, and the challenges organizations may face during the transition.

1. Introduction to Wide Area Network (WAN)

1.1. Definition of Wide Area Network (WAN)

A Wide Area Network (WAN) is a telecommunication network that connects geographically dispersed
locations including cities, countries, and even continents, by connecting smaller networks. This is
unlike Local Area Networks (LAN) that operate within a limited area such as a building or campus.
This WAN can be either public (using the internet) or private (using leased lines and secure
communication channels) [,

WAN plays a crucial role in modern enterprises by connecting branch offices, data centres, and cloud
services together, facilitating communication and resource sharing across global locations. WAN
ensures that organizations with dispersed operations can still maintain a unified and efficient computer
network 1.

Today’s IT organizations tend to deploy their infrastructures geographically over a WAN to increase
productivity, support global collaboration and minimize costs. WAN ensures that branch offices and
remote workers can access shared applications, databases, and even cloud services. Traditional LAN-
oriented infrastructures are insufficient to support global collaboration with high application
performance and scalability ©*/,

1.2. Purpose of Wide Area Network (WAN)

Wide-area networks (WAN) are the backbone of the enterprise today. [f WAN connections didn’t exist,
organizations would be isolated in restricted areas or specific geographic regions. With the digitization
of resources, companies use WANSs to do the following:
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Chapter One: Evolution of Wide Area Network (WAN) technologies

Communication:
WANSs allow communication between branches, sharing voice and data information.

Resource Sharing:
WAN enables resource sharing between branches of an organization by connecting
geographically dispersed locations through a centralized network infrastructure.

Data Backup and Disaster Recovery:
It ensures business continuity through remote data storage and backups by storing copies of it
in secure, off-site locations. These remote backups ensure that data can be quickly recovered.

Connecting to applications running in the cloud:
This connectivity supports greater flexibility, remote work, and collaboration across teams and
locations.

1.3. Evolution of Wide Area Network (WAN) technologies

As businesses expand across multiple locations, enterprises cannot build their own global network
infrastructure, so they rely on third-party service providers for connectivity.

The following are some common types of connections used in WAN [4I:

Leased lines:

A leased line is a direct network connection that an enterprise rents from Internet Service
Providers (ISP). It can connect two LAN endpoints together. Leased lines are not necessarily
physical lines. They may be virtual connections that the service providers implement over other
network infrastructure.

Multiprotocol Label Switching (MPLS):

Multiprotocol Label Switching (MPLS) is a technique that routes data traffic based on
predetermined labels. It attempts to route critical data traffic across shorter or faster network
paths, improving network performance and Quality of Service (QoS). It works between OSI
layers 2 and 3. Entreprises use it to create a unified network across existing infrastructure.

Software-defined WAN (SD-WAN):

Software-Defined Wide-Area Network (SD-WAN) is an evolution of MPLS technology. It
abstracts the MPLS functions into a software layer. SD-WAN can reduce networking costs and
provide greater flexibility than a fixed connection.
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2. Multiprotocol Label Switching (MPLS)

2.1. Definition of Multiprotocol Label Switching (MPLS)

Multiprotocol Label Switching (MPLS) has been around for several years. It is a popular networking
technology that uses labels attached to packets to forward them through the network.

The MPLS labels are advertised between routers so that they can build a label-to-label mapping. These
labels are attached to the IP packets, enabling the routers to forward the traffic by looking at the label
and not the destination IP address. The packets are forwarded by label switching instead of by IP
switching 1%/,

2.2. Label Switching

Label Switching replaces traditional IP routing. Instead of routers making hop-by-hop forwarding
decisions based on IP addresses, MPLS routers use short, fixed-length labels to determine the path.
These labels are pre-assigned and exchanged between routers [°/.

MPLS Label:

0 1 2 3
012345678901 23456789012345¢672829201

Label EXP |BoS TTL

Figure 1: Syntax of MPLS Label [5]

One MPLS label is a field of 32 bits. [llustrated in Figure 1:

e The first 20 bits are the label value. This value can be between 0 and 2%°—1, or 1048575.
However, the first 16 values are exempted from normal use.

e Bits 20 to 22 are the three experimental (EXP) bits. These bits are used solely for quality of
service (QoS).

e Bit 23 is the Bottom of Stack (BoS) bit. It is 0, unless this is the bottom label in the stack. If
so, the BoS bit is set to 1.

e Bits 24 to 31 are the eight bits used for Time To Live (TTL). It is simply decreased by 1 at each
hop, and its main function is to avoid a packet being stuck in a routing loop.

Label Stacking

The stack is the collection of labels that are found on top of the packet. The stack can consist of just
one label, or it might have more. Figure 2 represents Label Stacking concept:
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Label EXP 0 TTL
Label EXP 0 TTL
Label EXP 1 TTL

Figure 2: Label Stack [5]

MPLS-capable routers might need more than one label on top of the packet to route that packet through
the MPLS network. This is done by packing the labels into a stack. The first label in the stack is called
the top label, and the last label is called the bottom label. In between, you can have any number of
labels. The BoS bit is 0 for all the labels, except the bottom label. For the bottom label, the BoS bit is
setto 1.

Some MPLS applications actually need more than one label in the label stack to forward the labelled
packets, such as MPLS VPN and MPLS Traffic Engineering [,

Encoding of MPLS

The label stack sits in front of the Layer 3 packet, before the header of the transported protocol, but
after the Layer 2 header. It Is represented in Figure 3:

Layer 2 Header | MPLS Label Stack Transported Protocol

Layer 2 Frame

Figure 3: Encapsulation for Labelled Packet [5]

Label Switch Router

A label switch router (LSR) is a router that supports MPLS. It is capable of understanding MPLS labels
and of receiving and transmitting a labelled packet on a data link. Three kinds of LSR exist in an MPLS
network:

e Ingress LSR: First router in the MPLS path, receives a packet that is not labelled yet, inserts a
label (stack) in front of the packet, and send it on a data link.

Page 17 of 88



Chapter One: Evolution of Wide Area Network (WAN) technologies

e Egress LSR: receives labelled packets, removes the label(s), and send them on a data link.
Ingress and egress LSR are edge LSR.
e Intermediate LSR: A router in the middle of the MPLS path, receives an incoming labelled

packet, perform an operation on it, switch the packet, and send the packet on the correct data
link.

An LSR can do the three operations: pop, push, or swap. Bellow in Figure 4.

e Push is to add one or more labels onto the received packet. If the received packet is already
labelled, the LSR pushes one or more labels onto the label stack and switches out the packet.
If the packet is not labelled yet, the LSR creates a label stack and pushes it onto the packet.

e Swap replaces an existing label with a new one (performed by intermediate LSR).

e Pop is to remove one or more labels from the top of the label stack.

SWAP PUSH
6 | B 6| HE
P P P P

POP
[ ] [
IP IP

oy
L ;C'

Figure 4: Operations on Labels [5]

Ingress and egress LSR are referred to as provider edge (PE) routers. Intermediate LSR are referred to
as provider (P) routers */,

Label Switched Path

A label switched path (LSP) is a sequence of LSRs that switch a labelled packet through an MPLS
network or part of an MPLS network. Basically, the LSP is the path through the MPLS network or a
part of it that packets take. The first LSR of an LSP is the ingress LSR for that LSP, where the last LSR
of the LSP is the egress LSR. All the LSRs in between the ingress and egress LSR are the intermediate
LSRs %), As it is shown in Figure 5:
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Figure 5: An LSP Through an MPLS Network [5]

2.3. Label Distribution Protocol (LDP)

LDP is a protocol that automatically generates and exchanges labels between routers. Each router will
locally generate labels for its prefixes and will then advertise the label values to its neighbours.

LDP first establishes a neighbour adjacency before it exchanges label information.

First, LSR sends UDP multicast hello packets to discover other neighbours. Once two routers decide
to become neighbours, they build the neighbour adjacency using a TCP connection. This connection
is then used for the exchange of label information. Normally, a loopback interface is used for the
neighbour adjacency.

LDP will only form a single neighbour adjacency, no matter how many interfaces two LSRs have in
between.

There are two types of LDP adjacencies:

e Local adjacency: established by exchanging Link Hello messages between two LSRs.
e Remote adjacency: established by exchanging Target Hello messages between two LSRs.

Two LDP peers establish LDP sessions and exchange Label Mapping messages over the session so
that they establish an LSP. LDP sessions are classified into the two types: Local LDP sessions created
over a local adjacency, and Remote LDP sessions created over a remote adjacency [,

2.4. MPLS Virtual Private Network (VPN)

MPLS VPN, or MPLS Virtual Private Networks, are the most popular and widespread implementation
of MPLS technology. MPLS VPN can provide scalability and divide the network into separate smaller
networks, which is often necessary in the larger enterprise networks.

A VPN emulates a private network over a common infrastructure, ensuring that multiple customer
networks remain isolated from one another while enabling interconnectivity between different
locations of the same organization ). Figure 6 highlights the architecture of an MPLS VPN.

MPLS VPN relies on specific router roles:
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Customer Edge (CE) Router: A router located at the customer's premises that connects to the
service provider's MPLS network. CE routers do not need to run MPLS.

Provider Edge (PE) Router: A router at the service provider's network edge that connects to CE
routers. PE routers maintain VPN routing tables and use MPLS labels to forward customer
traffic.

Provider (P) Router: A core network router that does not directly connect to customers but
facilitates label switching within the MPLS backbone.

MPLS VPN backbone network

Figure 6 :MPLS VPN Schematic Overview [9]

2.5. Benefits of Multiprotocol Label Switching (MPLS)

MPLS enables enterprises and service providers to build scalable, high-performance, and reliable
networks. Unlike traditional IP-based routing, MPLS efficiently manages traftic flows, ensuring better
control and flexibility P17,

MPLS provides the following major benefits:

Scalable support for Virtual Private Networks (VPNs):
MPLS enables VPN services to be supported in service provider networks, thereby greatly
accelerating Internet growth and reducing complexity while maintaining strong security.

Traffic Engineering (TE):
Allows network administrators to prioritize and control traffic flows, reduce congestion, and
optimize bandwidth usage efficiently.

Quality of Service (QoS):

QoS is a means to prioritize important traffic over less important traffic and make sure it is
delivered. An example where QoS is needed is VoIP traffic. VoIP traffic needs to be delivered
to the destination within a certain time to the destination, or it becomes obsolete. Therefore,
QoS should prioritize the VoIP traffic to ensure that it is delivered within a certain time
constraint.
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e High reliability:
Routing based on labels over a private network ensures that packets will be reliably delivered
to their destination. In addition, MPLS supports Service Level Agreements (SLAs) that
guarantee uptime, fast recovery from failures, and network performance assurance.

e High performance and low latency:
Dedicated MPLS paths ensure efficiency and a good user experience. It is also essential for
real-time communication, like voice, video and mission-critical information.

2.6. Limitations of Multiprotocol Label Switching (MPLS)

While MPLS offers high performance and reliability, it also has several drawbacks, most notably [*:

e Expensive deployment and maintenance:
MPLS networks that rely on dedicated private WAN connections tend to be expensive.
Deployments and upgrades of the required private connection can also turn into a resource-
intensive processes. MPLS networks are costly to scale and maintain, especially as
organizations expand their operations globally. Each new office or remote site requires
additional MPLS lines, which come with high provisioning costs and long lead times.

e Inefficient for cloud & SaaS applications:
As organizations continue to migrate their applications to the cloud, the traditional MPLS
architecture becomes less effective. MPLS was not designed with cloud-first strategies in mind.
MPLS cannot be extended to the cloud since it requires its own dedicated infrastructure.
Therefore, it is not a good fit for remote users or for connecting to SaaS applications. It can
also cause cloud and SaaS application access delays, resulting in poor user service.

e Bottlenecks in network performance:
Traditional MPLS networks are designed for point-to-point connections, routing all traffic
through centralized data centres. As businesses adopt cloud-based applications, this
architecture creates a significant bottleneck. This leads to increased latency and degraded user
experience.

e Inefficient for remote applications:
MPLS does not have a centralized operations centre for reconfiguring locations or deploying
new ones, and does not enable quick scalability. MPLS networks, designed primarily for static
office locations, struggle to efficiently support the dynamic nature of remote access. VPN
connections often add another layer of complexity and latency, further exacerbating
performance issues for remote users who need reliable and fast access to cloud applications
and corporate data.
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3. Introduction to Software-Defined Networking (SDN)

3.1. Definition of Software-Defined Networking (SDN)

Software-Defined Networking (SDN) is an approach to networking that uses software-based
controllers or Application Programming Interfaces (API) to communicate with underlying hardware
infrastructure and direct traffic on a network.

This model differs from that of traditional networks, which use dedicated hardware devices (i.c.,
routers and switches) to control network traffic. SDN can create and control a virtual network or control
a traditional hardware via software.

While network virtualization allows organizations to segment different virtual networks within a single
physical network, or connect devices on different physical networks to create a single virtual network,
software-defined networking enables a new way of controlling the routing of data packets through a
centralized server 1%,

3.2. Concept of Software-Defined Networking (SDN)

SDN separates the network into control and forwarding functions, enabling the network control to
become directly programmable and allows the underlying infrastructure to be abstracted from
applications and network services.

3.2.1. SDN Control Plane

The control plane is responsible for making network-wide decisions and instructing the data plane on
how to forward packets [,

e Centralized - Hierarchical — Distributed:

o Initial SDN control plane proposals focused on a centralized solution, where a single
control entity has a global view of the network. While this simplifies the implementation
of the control logic, it has scalability limitations as the size and dynamics of the network
increase. To overcome these limitations, several approaches have been proposed,
hierarchical and fully distributed approaches.

o In hierarchical solutions, distributed controllers operate on a partitioned network view,
while decisions that require network-wide knowledge are taken by a logically centralized
root controller.

o In distributed approaches, controllers operate on their local view or they may exchange
synchronization messages to enhance their knowledge. Distributed solutions are more
suitable for supporting adaptive SDN applications.

e Controller Placement:

A key issue when designing a distributed SDN control plane is to decide on the number and

placement of control entities, especially in the context of large networks.
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3.2.2. SDN Data Plane

In SDN, the data plane is responsible for processing data-carrying packets using a set of rules specified
by the control plane. The data plane may be implemented in physical hardware switches or in software
implementations !!:

e Hardware Switch-based SDNs:
This approach implements the data plane processing inside a physical device.

e Software Switch-Based SDNs:
Some physical switches may implement SDN support using software on the device, such as
Open vSwitch. Hypervisors may likewise use software implementations to support SDN
protocols in the virtual switches used to support their virtual machines.

e Host-Based SDNs:
Host-based SDNs deploy the SDN agent inside the operating system of the communicating
endpoints.

3.3. Architecture of Software-Defined Networking (SDN)

SDN refers to a network architecture where data forwarding plane is controlled by a remote-control
plane, which previously operated as a single unit. With this separation, innovative ideas have been
proposed and the infrastructure network architecture gains a new direction of network evolution 121,

The SDN architecture (illustrated in Figure 7) is composed of three main layers, each with distinct
responsibilities:

3.3.1. Infrastructure Layer (Data Plane)

The lowest layer is an infrastructure layer, also called the data plane, it consists of hardware networking
devices which are interconnected with each other for exchanging information, and it is solely
responsible for forwarding data packets regardless of network architecture.

The Data Plane generally consists of data forwarding elements, such as Ethernet switches, packet
switches, routers, etc., these elements take an active part in data packet forwarding.

3.3.2. Controller Layer (Control Plane)

The middle layer is a controller layer, also called a control plane, this plane is separated from the
network core devices and is responsible for unified controlling action. A single SDN controller is
responsible for controlling entire data flows of an underlying infrastructure network centrally. SDN
controller acts as an operating system for the network (NOS).
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3.3.3. Application Layer (Management Plane)

A topmost layer is an application layer, also called management plane, this layer is responsible for
management and data-forwarding-related tasks (e.g. data traffic monitoring, mobility management,
routing, security, load balancer, etc.).

3.3.4. Communication Interfaces in SDN

e Southbound API:
In SDN architecture, southbound API are used as a communication protocol between control
plane and data plane of the network. These southbound APIs can be an open source or
proprietary, the most common open-source example is OpenFlow.

e Northbound API:
The northbound API in SDN architecture is used to communicate between the SDN controller
and applications running over the network. These upper layers use northbound interfaces such

as RESTful API
Application Plane I [
Security Apps _IJ

I [
I [
Network Apps Business Apps

Nerthbound API (e.g., REST API)

R

Control Plane

SDN L |Westbound API N SDN Bastbound API SDN
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A
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Figure 7: Software-Defined Architecture [20]

3.4. Benefits of Software-Defined Networking (SDN)

SDN adapts the network to ever-changing business needs, and significantly reduces operations and

management complexity.
The benefits that enterprises and carriers can achieve through an SDN architecture include [':

e C(Centralized control of multi-vendor environments:
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SDN controller can control any network device from any vendor, including switches, routers,
and virtual switches. Rather than having to manage groups of devices from individual vendors,
administrators can use SDN control software.

e Reduced complexity through automation:
Instead of manually programming multiple vendor-specific hardware devices, developers can
control the flow of traffic over a network simply by programming an open-standard, software-
based controller. Networking administrators also have more flexibility in choosing networking
equipment, since they can choose a single protocol to communicate with any number of
hardware devices through a central controller.

e Increased network reliability and security:
A software-defined network delivers visibility into the entire network, providing a more holistic
view of security threats. With the proliferation of smart devices that connect to the internet,
SDN offers clear advantages over traditional networking. Operators can create separate zones
for devices that require different levels of security, or immediately quarantine compromised
devices so that they cannot infect the rest of the network.

4. Software Defined Wide Area Network (SD-WAN)

4.1. Definition of Software Defined Wide Area Network (SD-WAN)

A Software-Defined Wide Area Network (SD-WAN) is a networking technology that enhances WAN
performance. SD-WAN provides secure, reliable, and scalable connectivity across various locations
while centralizing management and visibility over the network.

SD-WAN is abstracted from the underlying hardware network and enables a secure virtualized overlay
independent of the underlying network. This overlay and abstraction enable SD-WAN to carry the
application traffic independent of the physical network. That means SD-WAN can work over multiple
links no matter if they are MPLS, LTE or Broadband internet.

4.2. Functionality of Software Defined Wide Area Network (SD-WAN)

SD-WAN architecture splits the network into control and forwarding planes. The control plane is
located centrally (often at an organization's headquarters) to enhance network oversight and response.
This way, administrators can write rules and policies to deploy across an entire network at once.

4.2.1. Components of Software Defined Wide Area Network (SD-WAN)

The architectural components of a software-defined wide area network include multiple interlocking
pieces that collectively create an intelligent, dynamic, and efficient network management system 3],
Figure 8 presents the key components of SD-WAN architecture.
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e SD-WAN Edge:
The SD-WAN edge is essentially the network's frontier where the endpoints reside. These
endpoints could be anything from a branch office to a remote data centre or a cloud platform.
Each edge can connect to one or more WAN links, such as traditional private lines, MPLS
private lines, and Internet links. Edges can provide a wide range of functions, such as
application identification, application-based traffic steering, QoS, WAN acceleration, and
security.

e SD-WAN Orchestrator:
The SD-WAN Orchestrator serves as the network's virtual manager. It is responsible for
overseeing traffic flow, applying policies and protocols set by network operators. This
component provides a centralized platform for operational control, reducing manual
intervention and increasing network efficiency.

e SD-WAN Controller:
The SD-WAN Controller serves as the network's administrative hub, responsible for
centralizing network management. It provides operators with a single-pane view of the
network, enabling them to set policies for the orchestrator to execute.

e SD-WAN Gateways:
An SD-WAN gateway is a device that can connect to an SD-WAN overlay network and
multiple legacy VPNs. To enable communication between a legacy network (MPLS VPN) and
an SD-WAN overlay network, an SD-WAN gateway can function as an intermediate device.

e Overlay Network:
The overlay network is the virtual WAN architecture that manages the flow of data between
different sites, while abstracting the underlying physical network infrastructure. This is what
allows SD-WAN to operate more efficiently on optimized traditional, physical infrastructures.

b

-
Y
i  Em
Legacy site

SD-WAN Edge SD-WAN Edge
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Figure 8: SD-WAN Architecture
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4.2.2. Architecture of Software Defined Wide Area Network (SD-WAN)

The logical architecture of the SD-WAN solution consists of the network layer, control layer, and
service layer. Each layer provides different functions and contains several core components (1211151,

4.2.2.1. Network Layer:
The network layer can be divided into a physical (underlay) network and a virtual (overlay) network.

e A physical network refers to a WAN created and maintained by carriers. Examples of such a
network include a private line network, MPLS network, and the Internet.

e A Virtual network where service policies are deployed on the overlay networks in order to
decouple complex services from complex WAN interconnection.

The network layer of SD-WAN is mainly constructed using two types of network elements (NEs),
namely, edge and gateway.

4.2.2.2. Control Layer:

The SDN controller functions like a brain of the SD-WAN solution. It provides three functions:
network orchestration, control, and management. These functions are described as follows:

e Network orchestration:
The orchestration component of the SDN controller is responsible for service-oriented network
orchestration and automated configuration provisioning. Service orchestration in SD-WAN can
be classified into two categories. One category is related to enterprise WAN networking, such
as SD-WAN site creation, WAN link creation, VPN creation, and VPN topology definition. The
other category is related to network policies, such as application identification, application-
based traffic steering, QoS, and WAN optimization policies.

e Network control:
The control component of the SDN controller is responsible for centralized control of the
network layer in SD-WAN and implements on-demand interconnections of enterprise WANs
based on user intents. Compared with the distributed control mode of legacy networks, the
centralized control mode separates the control plane from the forwarding plane, simplifying
enterprise WAN O&M, minimizing network configuration errors, and optimizing enterprise
WAN O&M efficiency.

e Network management:
The management component of the SD-WAN controller implements management and O&M
of enterprise WANSs. For example, the component collects alarms and logs of SD-WAN NEs;
collects and analyses performance statistics of links, applications, and networks; and intuitively
presents a multidimensional display of O&M information such as network topologies, faults,
and performance.
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4.2.2.3. Service Layer:

The service layer of SD-WAN interconnects with the controller to present and provision SD-WAN
services through service interfaces. Typically, there are two types of service interfaces. One type lies
in the in-house portal, this in-house portal can be directly deployed and used by enterprise customers.
The other type comes to the northbound open API. That is, the SD-WAN controller can be integrated
with third-party service orchestration systems belonging to carriers or enterprises. The third parties
can customize the portal and service provisioning process according to their requirements for service
functions and display style.

4.3. Key features and benefits of SD-WAN

SD-WAN technology is important as it enhances network performance across wide area networks and
offers better performance, increased security, and flexibility. SD-WANs optimize data flow based on
current network conditions, application needs, and pre-defined policies, allowing greater control
without sacrificing performance or incurring high costs. The key benefit of SD-WAN technology is
that it can identify the best possible routes for traffic, and this simplification improves overall speed
and service quality (4],

4.3.1. Features of Software Defined Wide Area Network (SD-WAN)

e Better application experience:
SD-WAN allows remote sites to connect more easily to networks, data centres, and/or multiple-
clouds with lower latency, better performance, and more reliable connectivity. When users
demand more of their applications and infrastructure at unprecedented agility and scale, an
appealing user experience can be make-or-break.

o Efficient operations:
As network infrastructures have evolved, the sprawl of point products used for networking and
security increases complexity. SD-WAN uses automation to make connectivity a simpler
process across mixed environments, including on-premises, hybrid, and cloud. SD-WAN
enables centralized orchestration, zero-touch provisioning, and analytics along with deep
integrations of cloud on-ramps to accelerate cloud connectivity.

e Enhanced security posture:
An SD-WAN solution needs to have integrated security. Otherwise, it’s just another
connectivity option that unfortunately becomes an attack vector. When properly implemented,
secure SD-WAN enables private, secure and direct internet access. It’s critical that an SD-WAN
solution can ensure consistent security at all edges, from flexible WAN edges to the cloud edge.
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4.3.2. Benefits of Software Defined Wide Area Network (SD-WAN)

SD-WAN offers an alternative to traditional WAN architectures, delivering significant advantages in
performance, security, and cost-efficiency. By intelligently routing traffic across a mix of connections
like broadband internet, MPLS, and LTE, SD-WAN optimizes network resources. This translates to
faster application performance, improved productivity, and greater business agility. Some of its key

benefits are

[13].

Improved network performance:

SD-WAN prioritizes business-critical applications, ensuring optimal performance and minimal
latency. It dynamically adjusts traffic flows based on real-time network conditions, maximizing
bandwidth utilization. This results in a smoother and more responsive experience for users,
regardless of their location.

Enhanced security:

SD-WAN incorporates advanced security features like next-generation firewalls, intrusion
prevention systems, and secure web gateways. It enables secure segmentation of the network,
isolating sensitive data and applications from potential threats. This comprehensive approach
strengthens the security posture and protects against evolving cyberattacks.

Cost efficiency:

SD-WAN reduces reliance on expensive MPLS circuits by leveraging cost-effective broadband
internet connections. It optimizes bandwidth utilization, minimizing the need for costly
upgrades. This leads to significant cost savings without compromising performance or security.

Centralized management:

SD-WAN provides centralized control and visibility over the entire network, simplifying
management and configuration. Administrators can easily define and enforce policies, monitor
performance, and troubleshoot issues from a single interface. This streamlines operations and
reduces the burden on IT staff.

Scalability and flexibility:

SD-WAN allows businesses to easily scale their network up or down as needed,
accommodating growth and changing demands. It supports a wide range of connectivity
options, providing flexibility to adapt to different environments and requirements. This ensures
the network can evolve with the business, supporting new initiatives and enabling digital
transformation.

Full Visibility
SD-WAN architecture provides a holistic view of the network, allowing operators to monitor
and manage network activities efficiently.

Analytics and Troubleshooting

The architecture provides valuable insights into network performance and application issues,
improving troubleshooting and reducing response time to network outages.
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4.4.

Comparison between SD-WAN and Traditional WAN (MPLS)

SD-WAN evolved from MPLS technology. In many ways, SD-WAN can be seen as a software
abstraction of MPLS technology that's applicable to wider scenarios: It brings secure, private
connectivity that's agnostic to all kinds of links and providers and is cloud-aware. While MPLS
handled failure scenarios with backup links, SD-WAN handles them with real-time traffic steering
based on centralized policy. Also, since SD-WAN unifies the entire WAN backbone, it delivers
comprehensive analytics across the network globally. This wasn't possible before, because of disparate
pieces of infrastructure and policy.

This table offers detailed comparison between SD-WAN and Traditional WAN (MPLS)[17]:

SD-WAN Traditional WAN (MPLYS)
Cost Consolidated services greatly reduce ~ Expensive to build and maintain
TCO
Approach Software Defined WAN provides a Traditional WAN provides a
software defined approach of conventional approach of managing
managing Wide Area Network. Wide Area Network.
Flexibility It provides a better flexibility in WAN It fails to provide a better flexibility in
management WAN management
Configuration = New configuration and scale up takes =~ New configuration and scale up takes
time very low time very high time
Automatic In SD WAN network configuration is  In traditional network configuration is
configuration done automatically without requiring  done by skilled resources means
human intervention requires human intervention.
Speed It provides low cost and high-speed It does not provide low cost and high-
connectivity connectivity. speed connectivity
Performance It provides high performance for the It provides low performance for the

application in cloud as it directly
accesses applications hosted in cloud.

application in cloud as it connects to
intermediate hub then to cloud

Data centres

In Software Defined WAN, Data

In traditional WAN, Data centres are

limitation centres are not limited based on limited in their capacity to deal with
underlying hardware that comprises incoming connections to multiple
the network cloud platforms
Complexity Software Defined WAN simplifies the Traditional WAN increases the
complexity associated with complexity associated with
management, configuration and management, configuration and
infrastructure arrangement of WANs.  infrastructure arrangement of WAN
Security SD WAN solutions provide secure Traditional WAN solutions may not
features VPN than traditional WAN and also provide secure VPN like SD WAN and

integrates additional features like
firewall, Wan Optimization, SWG etc.

also fails to fully integrate additional
features like firewall, Wan
Optimization, SWG etc.

Data security

SD WAN provides a secured data
traffic through end-to-end encryption
over a virtual private network (VPN)
connection also integrates additional
security features.

Traditional WAN is secure over an
MPLS connection as packets that are
sent are private as well as packet loss
is avoided

Table 1: Comparison between SD-WAN and Traditional WAN (MPLS)
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5. Migrating from MPLS to SD-WAN

5.1. SD-WAN implementation

The benefits of software-defined WAN make many organizations interested in adopting it, but the
implementation process can seem daunting. Enterprises can use this seven-step process as a guide to
deploy a successful SD-WAN implementation.

5.1.1. SD-WAN implementation steps

The seven steps of an SD-WAN implementation [

20].

Step 1. Collect requirements
Collecting requirements is always the first step to implement an SD-WAN architecture.

Step 2. Identify site profiles
Use the functional requirements specification to identify connectivity requirements, application
traffic flows, quality of service (QoS), quality of experience, bandwidth and security.

Step 3. Select proof-of-concept sites

Identify proof-of-concept (POC) sites. by selecting a few of the most important site types for
the POC. Once those are identified, the next step is to determine the circuit characteristics of
the sites to order the corresponding test circuits. The lead time for procuring circuits is normally
long, so teams should place circuit orders for the sites as soon as they know which links to
order.

Step 4. Evaluate products
Begin evaluation of potential products, referring to industry resources for potential vendors,
and begin assembling selection criteria. The market changes quickly, with new product features
releasing periodically. Competition is fierce, but expect that features are comparable across
vendors, with some proprietary variations. Functions like Secure Access Service Edge are
becoming commonplace.

Step 5. Choosing deployment model

Next, determine the types of available offerings: DIY, co-managed with a managed service
provider or fully outsourced to an MSP. The selection depends on the resources teams can
muster for the evaluation and implementation. For example, a global enterprise may find it
useful to partner with an MSP who has established relationships with ISPs in foreign countries.

Step 6. Test the proof of concept

Begin hands-on evaluation with the POC in the lab. This step can happen while waiting for
circuits and can cover as many products as necessary, although network teams should likely
limit it to the top two or three candidates. Be sure to evaluate performance using traffic
generators and monitoring functions.
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Step 7. Determine the SD-WAN model

Determine the appropriate deployment model. Vendors either offer preferred models or provide
choices to customers. This step validates the implementation and the deployment model in the
production environment. It should result in few surprises, other than perhaps finding a forgotten
application or two. Include at least one of each type of critical production site in this step to
verify that the product satisfies the most stringent requirements.

5.1.2. SD-WAN implementation techniques

Different SD-WAN implementations result in varying architectures. Three primary types are common

[17]

On-Premises SD-WAN:

In this architecture, the SD-WAN hardware resides on-site. Network operators have direct,
secure access and control over the network and hardware, offering enhanced security for
sensitive information.

Cloud-Enabled SD-WAN:

This form of SD-WAN architecture connects to a virtual cloud gateway over the internet,
enhancing network accessibility and facilitating better integration and performance with cloud-
native applications.

Cloud-Enabled with Backbone SD-WAN:

This architecture gives organizations an extra layer of security by connecting the network to a
nearby point of presence (PoP), like a data centre. It allows traffic to shift from the public
internet to a private connection, enhancing network security and providing a fallback in case
of connection failures.

5.2. SD-WAN deployment

5.2.1. SD-WAN deployment model

SD-WAN deployment models are primarily determined by the organization's network and business

requirements. An organization may opt for one of three deployment models

[18].

Do-it-yourself (DIY)

The organization purchases the SD-WAN solution directly from a vendor and manages all
aspects of deployment and system management internally.
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Fully Managed

The organization delegates the entirety of the SD-WAN deployment and management process
to a Managed Service Provider (MSP).

Co-managed or Hybrid

Here, the organization retains control over certain aspects of the SD-WAN management while
outsourcing the remainder to an MSP.

The choice between these models primarily depends on the organization's size and the capabilities of
its IT team.

5.2.2. SD-WAN deployment form factors

The SD-WAN architecture includes various form factors ['7!:

Physical Appliance: A device installed on-premises at locations such as branch offices or data
centres.

Virtual: A virtual machine set up on universal customer premises equipment or servers at
branch locations.

Cloud: This version of SD-WAN is operated using software situated in a cloud environment.

5.3. Migration challenges for Entreprises

Migrating from traditional MPLS to SD-WAN is a transformative step for organizations, enhancing
flexibility, cost-effectiveness, and overall network management. However, like any significant shift in
infrastructure, migration can present its unique challenges. Let’s delve into these challenges with a

[19]

balance of technical depth and clarity '/

5.3.1. Infrastructure Assessment and Compatibility

Legacy Hardware
Legacy hardware, often deeply embedded in an organization’s network infrastructure, can pose
significant hurdles when considering a migration to SD-WAN.

Interoperability

SD-WAN solutions may not always play well with existing network equipment. For example,
an existing WAN optimization controller, tailored to enhance MPLS performance, might not
be compatible with SD-WAN’s dynamic traffic routing mechanisms. Similarly, traditional
firewalls, configured for static MPLS paths, could struggle with SD-WAN’s fluctuating traffic
patterns. This misalignment can result in inefficient traffic flow, dropped connections, or even
security vulnerabilities.
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Bandwidth Considerations

Variable Bandwidth: Unlike MPLS, which offers guaranteed bandwidth, SD-WAN utilizes
public internet, which can have varying congestion levels, potentially affecting performance.
Application Performance: Ensuring that critical applications receive the necessary bandwidth
and priority is crucial. This requires an accurate assessment of application traffic and crafting
appropriate SD-WAN policies.

Security Concerns

Public Internet Exposure: Shifting to SD-WAN, which predominantly uses the public internet,
can expose traffic to more threats. Integrating next-gen firewalls, secure web gateways, and
other advanced security features is vital.

End-to-End Encryption: MPLS inherently trusts the core network, while SD-WAN treats every
segment as untrusted, demanding robust encryption across the board. Ensuring encryption
doesn’t impede performance is a challenge.

5.3.2. Deployment & Configuration Complexity

Zero-Touch Provisioning (ZTP)

At its core, ZTP is a mechanism that automates configuring devices in a network without
manual intervention. For instance, when a new branch office is set up, ZTP can allow for
routers, switches, and other equipment to be provisioned automatically. However, the catch is
in the setup. Implementing ZTP demands a robust initial configuration and a deep
understanding of the underlying infrastructure.

Policy Configuration

While powerful, the dynamic path selection feature of SD-WAN necessitates careful policy
configurations for diverse traffic types. For instance, a company might prioritize video
conferencing traffic over regular file transfers to ensure smooth meetings. This requires
network administrators to create nuanced policies, considering the criticality and bandwidth
requirements of various applications, which can be a meticulous and intricate task.

Skillset & Training

New Technology Curve: IT teams familiar with MPLS may need extensive training on SD-
WAN technologies and strategies, impacting rollout timelines.

Vendor Variance: With many SD-WAN vendors in the market, each with its nuances, training
must be specific to the chosen solution.

5.3.3. Operational Concerns

Monitoring & Reporting

Unlike the more predictable and static paths of MPLS, the dynamic essence of SD-WAN means
that paths might change in real-time based on various network conditions like latency;, jitter, or
packet loss. This dynamic behaviour necessitates advanced monitoring solutions. For example,
in a global corporation with branches across continents, SD-WAN might shift from one internet
connection to another during heavy data transfers. While this ensures optimal performance, it
also means that IT teams need to have detailed visibility and alerts for these shifts.
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e Failover & High Availability
SD-WAN’s architecture inherently supports failover, ensuring that if one connection path fails,
the traffic is rerouted to another available path. However, the real challenge is guaranteeing
this transition is seamless, especially during peak traffic. Consider a financial institution
executing high-frequency trades; even a minor hiccup during a path switch can lead to
significant financial implications.

e Vendor Lock-in
Choosing a single vendor solution can sometimes lead to limitations in flexibility and future
scaling. Organizations should be mindful of this and consider interoperability with other
systems and potential future changes in their needs.

Conclusion

The evolution of Wide Area Network (WAN) technologies reflects the growing demands of
modern enterprise environments. Traditional WAN solutions, such as those based on MPLS, have
served organizations for many years but face limitations in cost, flexibility, and adaptability,
particularly in the context of cloud-centric and distributed applications.

This chapter has provided a comprehensive overview of WAN development, from its
foundational role and the operation of MPLS networks, to the emergence of Software-Defined
Networking (SDN) and Software-Defined Wide Area Network (SDWAN) which offer numerous
benefits including centralized management, application-aware routing, enhanced security, and cost
optimization.

Furthermore, we explored the key steps and models involved in migrating from legacy WAN
architectures to SD-WAN, highlighting both key opportunities and the challenges enterprises may
encounter during the transition.

Building upon our understanding of WAN evolution and the fundamental principles of SD-
WAN technology, we now focus on the practical implementation landscape. Chapter 2 delves into the
comparative analysis of available SD-WAN solutions, with particular emphasis on Cisco Catalyst SD-
WAN's architecture, components, and operational capabilities that make it a leading choice for
enterprise deployments.
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Introduction

Building on the foundational concepts introduced in the previous chapter. This chapter begins
with a general overview of existing SD-WAN solutions, highlighting the technological principles they
share and the key differentiators between vendor offerings. It then shifts focus to Cisco Catalyst SD-
WAN, presenting its architecture and components. The chapter also explores how Cisco SD-WAN uses
policy-based management to optimize traffic, while its integrated security features protect distributed
networks.

By the end of this chapter, Cisco Catalyst SD-WAN is explored in depth, highlighting its
architectural strengths and demonstrating how it enforces centralized control over enterprise sites,
making them more scalable and secure.

1. Overview of SD-WAN Solutions

With numerous solutions available in the market and a vast ecosystem of vendors, SD-WAN provides
an opportunity for companies to simplify their WAN architecture.

Different SD-WAN solutions align themselves in various ways with different enterprise priorities.
Some SD-WAN solutions offer included end-to-end VPN options as standard where others work well
with IoT items. Other SD-WAN offerings are designed to provide high-quality voice and video
performance or outstanding connections to SaaS platforms 2],

Gartner, a research organization, publishes an annual report titled “2024 Gartner® Magic Quadrant™
for SD-WAN”. It provides a detailed analysis and review of the various vendors in the WAN-Edge
market. Figure 9 shows the graph for “2024 Gartner® Magic Quadrant™ for SD-WAN” released by
Gartner in September 2024.

Page 37 of 88



Chapter Two: Architecture and Operation of the Cisco SD-WAN Solution
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Figure 9: 2024 Gartner® Magic Quadrant™ for SD-WAN [23]

1.1. Fortinet Secure SD-WAN

The Fortinet Secure SD-WAN solution is comprised of multiple components. Overall, the components
that make up the Fortinet Secure SD-WAN solution are: FortiGate, FortiManager, FortiAnalyzer, and
FortiDeploy.

FortiGate runs FortiOS, the core of the Secure SD-WAN solution. FortiManager drives orchestration
and management. FortiAnalyzer and FortiDeploy help the whole solution come together, delivering a
solution that is unmatched by other vendors 24,

1.2. Cisco Catalyst SD-WAN

Cisco emerged as a leader in Gartner’s magic quadrant 2024. Cisco offers two SD-WAN solutions, one
is Cisco Catalyst SD-WAN, and the second is Cisco Meraki SD-WAN.

The more popular and mainstream SDWAN solution is Cisco Catalyst SD-WAN powered by Viptela
solution which includes vSmart Controller, vManage, vBond Orchestrator and vEdgeCloud router.
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1.3. VMware VeloCloud SD-WAN

VMware VeloCloud SD-WAN is a cloud network service solution. VMware SD-WAN solution offers
VMware SD-WAN Edge, VMware SD-WAN gateways, and VMware SD-WAN orchestrator and
controllers.

VMware SD-WAN Edge is an enterprise-class appliance providing secure and optimized connectivity
to applications anywhere, on and off the cloud.

VMware Gateways optimize data paths to all applications, branches, and data centers, along with the
ability to deliver network services to and from the cloud.

VMware Orchestrator is a cloud-hosted or on-premises central management tool. Its web-based user
interface provides simplified configuration, provisioning, monitoring, fault management, logging, and

reporting functions 2%/,

1.4. Versa Secure SD-WAN

Versa Secure SD-WAN is an advanced, innovative networking platform. the Versa SD-WAN service
separates network services from physical infrastructure, thus enabling organizations to control WANs
with high efficiency while not necessarily focusing on the physical layer.

Versa SD-WAN comprises several key components, VOS (Versa Operating System) is an operating
system that offers multiple functionalities that are much needed for the SD-WAN solution.

VSAC (Versa Software-Defined WAN Controller) is a cloud-based component that allows remote
users and devices to have secure access to the network. Versa SD-WAN Appliances is the Edge
physical hardware 2/,

1.5. HPE Aruba Networking EdgeConnect SD-WAN

The HPE Aruba Networking EdgeConnect SD-WAN platform enables enterprises to improve
application performance and reduce the cost and complexity of building a WAN by leveraging
broadband internet to connect users to applications. Three components comprise the HPE Aruba
Networking EdgeConnect SD-WAN platform:

HPE Aruba Networking EdgeConnect SD-WAN are defined as physical or virtual SD-WAN appliances
and are deployed in branch offices.

HPE Aruba Networking EdgeConnect SD-WAN Orchestrator, included with the EdgeConnect SD-
WAN platform, provides high level of visibility into both legacy and cloud applications, and centrally
assigns policies based on business intent to secure and control all WAN traffic.

HPE Aruba Networking EdgeConnect WAN Optimization is an optional performance pack that
combines WAN optimization technologies with EdgeConnect SD-WAN to create a single, unified
WAN edge platform 27,
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SD-WAN comparison chart

Vendors Cisco Catalyst Fortinet Secure Versa Secure SD-  VMware VeloCloud HPE Aruba Networking
SD-WAN SD-WAN WAN SD-WAN EdgeConnect SD-WAN
Supports traditional [ Available B4 Available 4 Available A\ Limited B4 Available
routing and SD- (SD-WAN (SD-WAN (SD-WAN (No smooth (Supports traditional
WAN available with available with available with migration) routing, firewall, and
existing existing existing SDWAN)
infrastructure) infrastructure) infrastructure)
Purpose-built 4 Available @ Not Available 4 Available [ Available @ Not Available
SDWAN (Dedicated control, (Legacy firewall- (Dedicated control,  (Dedicated control, (Integrated control plane
Architecture data, based data, data, and data plane within
and management Architecture) and management and management each firewall)
plane plane plane
components) components) components)
Remote branch 4 Available 4 Available [ Available A\ Limited A\ Limited
security services (Includes (Features with (Features with (Performance impact  (Lacks security
enterprise firewall ~ IPS/IDS, IPS/IDS, unknown) integrations in the SDWAN
with application control)  application console)
application- control)
awareness,
IDS/IPS, URL
filtering)
Encrypted traffic [ Available 4 Available [ Available @ Not Available @ Not Available
Analysis (Detects malware (Provides TLS/SSL  (Provides (Cannot detect (Cannot detect encrypted
by traffic TLS/SSL traffic encrypted Malware)
matching Encryption) Encryption) Malware)
encrypted SHA)
Security insights Available Available Available ALimited ALimited
(Better visibility (Provides security (Dashboard (Basic monitoring (Limited security insights
and insights display for insights with no security
control through with event logging ~ applications with no security monitoring dashboard)
security ona analytics, monitoring
insights) security-centric URL filtering, dashboard)
dashboard) stateful
Firewall)
Saa$ connectivity 4 Available A\ Limited /\ Limited A\ Limited B4 Available
(SaaS applications ~ (Basic SaaS (Basic SaaS (SaaS optimization (SaaS
based optimization) optimization) based applications based on
on performance on manual performance metrics and
metrics application best path selection)
and best path rule creation)
selection)
Data centre 4 Available @ Not Available @ Not Available [ Available @ Not Available
Integration Data Centre (No data centre (No data centre Data Centre (No data centre
integration Integration) Integration) integration Integration)
Analytics and B4 Available /\ Limited /\ Limited /\ Limited /\ Limited
visibility (Advanced (Visibility and (Visibility and (Basic visibility and ~ (Basic SD-WAN visibility
visibility and analytics analytics analytics into with Aruba Unity
analytics into into network and into network and network Orchestrator)
network app app and app
and app performance) performance) performance)
performance)

Table 2: SD-WAN comparison chart [28]
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Table 2 highlights that Cisco Catalyst SD-WAN offers the most comprehensive and balanced solution,
with strong support for traditional routing, a purpose-built SD-WAN architecture, integrated security,
advanced analytics, and seamless cloud and data centre connectivity. Fortinet and Versa provide solid
security-focused SD-WAN solutions, but lack full architectural separation or integration features.
VMware VeloCloud delivers a scalable SD-WAN core but falls short in security and visibility. Aruba
EdgeConnect, while supporting core SD-WAN functions, is more limited in architecture and security
analytics. Ultimately, Cisco stands out as the most complete enterprise-grade SD-WAN platform
among the evaluated vendors. Figure 10 shows this solutions logos:

FEERTINET . vl o oo, HPESWES

SECURE SD-WAN CISCO
Z
» velocloud
P VERSA VRTINS

Figure 10: SD-WAN solution leaders

Why we choose Cisco Catalyst SD-WAN

In the context of this project, we chose to implement Cisco Catalyst SD-WAN over other available
solutions and various open-source alternatives. This choice is motivated by several technical and
practical considerations that align with enterprise needs and educational goals.

Firstly, Cisco Catalyst SD-WAN offers a well-structured, modular architecture that simplifies
deployment and management. Its user-friendly interface, centralized vManage dashboard, and rich
monitoring capabilities provide greater visibility and control over the network infrastructure, which is
essential for enterprise environments.

Secondly, Cisco’s solution is less complex to implement compared to other commercial solutions,
making it more accessible for lab-based environments and educational simulations. This aspect is
particularly important for practical learning and aligns with the requirements of Cisco Certified
Internetwork Expert (CCIE) certification tracks, which often involve Catalyst SD-WAN technologies
in their lab exams.

Moreover, Cisco Catalyst SD-WAN integrates a wide range of built-in features, including advanced
security policies, firewall services, encryption mechanisms, and application-aware routing, all of
which are crucial for securing and optimizing enterprise connectivity. In contrast, many open-source
SD-WAN solutions lack these features and typically require additional manual configurations or third-
party tools to achieve equivalent functionality.

Lastly, Cisco’s extensive documentation, community support, and virtualized infrastructure make it a
highly lab-friendly and scalable solution, suitable for both real-world deployment and academic
experimentation.

For these reasons, Cisco Catalyst SD-WAN was selected as the ideal solution for this implementation
project.
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2. Cisco Catalyst SD-WAN Solution

The Cisco Catalyst SD-WAN is a Software-Defined WAN (SD-WAN) solution. It is an enterprise-
grade SD-WAN architecture overlay that enables digital and cloud transformation for enterprise. The
solution fully integrates routing, security, centralized policy and orchestration into large-scale
networks and addresses the problems and challenges of common WAN deployments 2],

Cisco Catalyst SD-WAN forms a software overlay that runs over standard network transport services,
including the public Internet, MPLS, and LTE. The overlay network also supports next-generation

software services, such as cloud applications P71,

3. Cisco Catalyst SD-WAN Components

Cisco Catalyst SD-WAN is a distributed architecture that provides a clear separation between the
management plane, control plane, and data plane. Figure 11 summarise Cisco Catalyst components
and the interconnection between them.

3.1. Cisco vManage

In the management plane, Cisco vManage represents the user interface of the solution. Network
administrators and operators perform configuration, onboarding, policy creation, provisioning,
troubleshooting, and monitoring. vManage offers both a single-tenant dashboard and a multitenant
dashboard for a variety of customer and service provider deployments.

Cisco vManage is used to store certificate credentials, and to create and store configurations for all
Cisco edge network components. As these components come online in the network, they request their
certificates and configurations from vManage. When vManage receives these requests, it pushes the
certificates and configurations to the vEdge devices. For Cloud routers, vManage can also sign
certificates and generate bootstrap configurations, and it can decommission the devices.

Cisco vManage communicates with vEdge devices and controllers using a secure channel Datagram
Transport Layer Security (DTLS) tunnel. Within this secure channel, it communicates with the devices
or controllers using the NETCONF protocol, within an SSH session 31,

The vmanage-admin account is created during the initial device or controller setup. vManage uses this
secure channel for monitoring, configuring, and managing each of the following:

e (isco SD-WAN vEdge devices
e Cisco SD-WAN Validator (vBond Orchestrator)
e (Cisco SD-WAN Controller (vSmart)

vManage is also highly scalable, depending on the needs of the environment. When vManage is
clustered, redundancy can be provided, with multiple clusters deployed regionally or globally. A single
cluster is made up of three or more vManage NMSs. A vManage cluster can manage up to 6,000 WAN
Edges, with each cluster node handling 2,000 WAN Edges.
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3.2. Cisco vSmart

The component that provides control plane functionality is vSmart. vSmart is the brain of the SD-
WAN network. vSmart is highly scalable and can handle up to 5,400 connections per vSmart server
with up to 20 vSmarts in a single deployment. A WAN Edge can connect to up to three vSmarts at a
time but only needs connectivity to one to get policy information 31,

Traditional link-state and distance-vector protocols, such as OSPF and IS-IS, rely on distributed
computation and limited network visibility, leading to potential inefficiencies. In contrast, Cisco SD-
WAN centralizes routing intelligence within vSmart controllers, enabling globally optimized routing
decisions B!,

The Cisco vSmart Controller oversees the control plane of the Cisco Catalyst SD-WAN overlay
network, establishing, adjusting, and maintaining the connections that form the Cisco Catalyst SD-
WAN network.

The major components of the Cisco vSmart Controller are %

e Control plane connections: Each Cisco vSmart Controller establishes and maintains a control plane
connection with each edge router in the overlay network. Each connection, which runs as a DTLS
tunnel, is established after device authentication succeeds, and it carries the encrypted payload
between the Cisco vSmart Controller and the vEdge router. This payload consists of route
information necessary for the Cisco vSmart Controller to determine the network topology, and then
to calculate the best routes to network destinations and distribute this route information to the Edge
routers.

e OMP (Overlay Management Protocol): The OMP protocol is a routing protocol similar to BGP that
manages the Cisco Catalyst SD-WAN overlay network. OMP runs inside DTLS control plane
connections and carries the routes, next hops, keys, and policy information needed to establish and
maintain the overlay network.

e Authentication: The Cisco vSmart Controller has pre-installed credentials that allow it to
authenticate every new edge router that comes online. These credentials ensure that only
authenticated devices are allowed access to the network.

e Netconf and CLI: Netconf is a standards-based protocol used by Cisco vManage to provision a
Cisco vSmart Controller. In addition, each Cisco vSmart Controller provides local CLI access and
AAA.

3.3. Cisco vBond

Cisco vBond is a Validator -previously called Orchestrator-, It coordinates the initial onboarding of
Cisco SD-WAN Controllers and vEdge routers. During the onboarding processes, the Cisco vBond
authenticates and validates the devices wishing to join the overlay network.

Cisco vBond is the only Cisco vEdge device that is located in a public address space. This design
allows the vBond to communicate with Cisco SD-WAN Controllers and vEdge routers that are located
behind NAT devices, and it allows the vBond to solve any NAT-traversal issues of these Cisco vEdge
devices.

The major components of the Cisco SD-WAN Validator are:
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e Control plane connection: Each vBond has a persistent control plane connection in the form of a
DTLS tunnel with each Cisco Catalyst SD-WAN Controller and vEdge routers.

e NAT traversal: vBond facilitates the initial orchestration between edge routers and Cisco SD-WAN
Controllers when one or both of them are behind NAT devices. Standard peer-to-peer techniques
are used to facilitate this orchestration.

e Load balancing: In a domain with multiple Cisco SD-WAN Controllers, vBond automatically
performs load balancing of vEdge routers across the Cisco SD-WAN Controllers when routers
come online.

To provide redundancy for the Cisco vBond, multiple vBonds can be created in the network and point
all edge routers. Each vBond maintains a permanent DTLS connection with each Cisco Catalyst SD-
WAN Controller in the network. If one vBond becomes unavailable, the others are automatically and
immediately able to sustain the functioning of the overlay network. In a domain with multiple Cisco
SD-WAN Controllers, the vBond pairs a vEdge router with one of the Cisco SD-WAN Controllers to
provide load balancing 1.

34. Cisco vEdge

Cisco vEdge is an edge router, whether a hardware or software device, it is responsible for the data
traffic sent across the network.

The components of vEdge router are [3%!:

e DTLS control plane connection: Each vEdge router has one permanent DTLS connection to each
Cisco SD-WAN Controller. This permanent connection is established after device authentication
succeeds, and it carries encrypted payload between the edge router and the Cisco SD-WAN
Controller. This payload consists of route information necessary for the Cisco SD-WAN Controller
to determine the network topology, and then to calculate the best routes to network destinations
and distribute this route information to the edge routers.

e OMP (Overlay Management Protocol): OMP runs inside the DTLS connection and carries the
routes, next hops, keys, and policy information needed to establish and maintain the overlay
network. OMP runs between the edge router and the Cisco SD-WAN Controller and carries only
control information.

e Protocols: vEdge router supports standard protocols, including OSPF, BGP, VRRP, and BFD.

e Routing Information Base (RIB): Each vEdge router has multiple route tables that are populated
automatically with direct interface routes, static routes, and dynamic routes learned via BGP and
OSPF. Route policies can affect which routes are stored in the RIB.

e Netconf and CLI: Netconf is a standards-based protocol used by vManage to provision a vEdge
router. In addition, each edge router provides local CLI access and AAA.

Direct Internet Access (DIA):

Direct Internet Access (DIA) improves internet experience for branch users by eliminating latency in
backhauling traffic to a central site. It reduces bandwidth consumption at the central site, which
thereby also reduces WAN costs.
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The Cisco SD-WAN DIA solution is secure and easy to implement. DIA is configured for specific
applications and keeps business critical applications on premium WAN links, DIA can be enabled for
internet browsing and SaaS applications, whereas business critical or latency sensitive applications
such as voice. An essential feature of the Cisco SD-WAN solution is the ability to segment users.
Segmentation is useful in keeping employees and guests separate. Cisco SD-WAN allows DIA to be
configured for a VPN segment, allowing control of internet access on a per VPN segment basis 2],

vManage

e vSmart vBond @

MPLS,
Internet or
LTE

vEdge vEdge vEdge VvEdge

Figure 11: Cisco Catalyst SD-WAN components

4. Overlay Management Protocol (OMP)

Within the Cisco SD-WAN solution, the routing protocol selected is the Overlay Management Protocol
(OMP), It runs between the vSmart controllers and WAN Edge routers where control plane
information, such as route prefixes, next-hop routes, crypto keys, and policy information, is exchanged
over a secure connection. If no policy is defined, the default behaviour of OMP is to allow a full mesh
topology, where each WAN Edge router can connect directly to other WAN Edge routers.

OMP is enabled by default and doesn’t need to be explicitly enabled. As components in the fabric learn
about their respective control elements, they will automatically initiate control connections to them.
With this information, reachability can be achieved, which ultimately allows for the orchestration of
the topology. Figure 12 show OMP and its DTLS Tunnels between vSmart and vEdge sites.

Cisco Catalyst SD-WAN control plane architecture uses three types of OMP routes 3% 311132);

e OMP routes: Prefixes that are learned at the local site. The prefixes are redistributed into OMP so
that they can be carried across the overlay. OMP routes advertise attributes including transport
location (TLOC) information, which is similar to a BGP next-hop IP address for the route, and
other attributes such as origin, originator, preference, site ID, tag, and VPN.
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e TLOC routes: The logical tunnel termination points on the WAN Edge routers that connect into a
transport network. A TLOC route is uniquely identified and represented by a three-tuple, consisting
of system IP address, link color, and encapsulation.

e Service routes: represent services (such as firewall, IPS, application optimization, etc.) that are
connected to the WAN Edge local-site network and are available for other sites. In addition, these
routes also include VPNs. VPN labels are sent in this update type to tell the vSmart controllers
which VPN are serviced at a remote site.

system-IP

L \'4
7\

vEdge

system-IP

ethO

Kk

vSmart

Figure 12: OMP peering over DTLS [33]

5. Cisco SDWAN policies

Cisco SD-WAN policies are the mechanism through which administrators can encode their intent into
the network fabric. Policies are the way that network administrators configure the Cisco SD-WAN
fabric in order to meet their business intentions.

Network administrators use several different types of policies (shown in Figure 13) in order to meet
their business objectives. Policies can be classified as either centralized policies or localized policies.
Generally speaking, centralized policies control routing information and data that is forwarded across
the Cisco SD-WAN fabric. Localized policies control routing and traffic forwarding at the perimeter
of the Cisco SD-WAN fabric were WAN Edge routers interface with traditional routers B!,
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Figure 13: Cisco SD-WAN policies types [33]
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5.1. Centralised Policies

Centralized policies can be further classified as either control policies (called topology policies in the
vManage GUI) or data policies (called traffic policies in the vManage GUI). Control policies are used
to manipulate the structure of the Cisco SD-WAN fabric by altering the control plane information
exchanged by the Overlay Management Protocol (OMP). Data policies are used to manipulate the data
plane directly by altering the forwarding of traffic through the Cisco SD-WAN fabric [*!1.

Centralized Control Policy:

Control policies are used to manipulate the propagation of routing information in the control plane,
including manipulating or filtering OMP routes and Transport Locator (TLOC) routes.

Control policies are used for applications such as preferring one site over another for a specific
destination (or default routing) and limiting which sites can build tunnels directly across the fabric.
Inbound control policy affects the OMP route information coming from vEdge routers before it is
stored in the vSmart controllers' database. And an outbound one affects the OMP route
advertisements from the controllers toward the WAN edge devices 311321,

Centralized Data Policy:

While control policies are used to manipulate the control plane, centralized data policies directly
affect the forwarding of traffic in the data plane.

Centralized data policies are a flexible and powerful form of policy-based routing and are
commonly used to accomplish Direct Internet Access for specific applications, network service
insertion, and data plane manipulations such as packet duplication and Forward Error Correction
(FEC) [31][33].

Centralized Control vs. Data Policies:
o Control policies act on the OMP routing advertisements to/from the vSmart controller while
data policies act on application traffic that goes through WAN edge routers.
o Control policies are executed on vSmart, and only the results are advertised to vEdges in
the form of OMP updates. On the other hand, data policies are sent to WAN edge routers
and executed locally in memory [*3,
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Figure 14: Control and Data policies [33]
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5.2. Localised Policies

Similar to centralized policies, localized policies can be used to manipulate both the control plane and
the data plane. There are two main types of localized policy: traditional localized policy and security
policy. Traditional localized policies include route policy, quality of service, and access control lists
(ACLs). The security policy feature set supports use cases such as compliance, guest access, Direct
Cloud Access (DCA), and Direct Internet Access (DIA).

Localized policies that affect the control plane, called route policies, can be used to filter or manipulate
routes exchanged or learned outside of the SD-WAN fabric via protocols such as BGP, OSPF, and
EIGRP. Route policies can also be used to filter routes as they are redistributed from one protocol to
another—including into and out of OMP. Route policies are the only way to impact the control plane
with localized policy !,

Localized policies that affect the data plane include the following:

e Quality of Service: Quality of Service (QoS) can be configured on the WAN Edge routers to
perform queueing, shaping, policing, congestion avoidance, and congestion management.

e Access Control Lists (ACL): can be created with the localized policy to filter traffic at the interface
level. ACLs can also be used to mark or remark traffic for QoS purposes.

e Security Policy: Security policies were first introduced in version 18.2 with the Zone-Based
Firewall (ZBFW) feature set and have continued to expand in functionality in subsequent releases.
As of version 19.2, the Security Policy feature set currently supports Application-Aware ZBFW,
Intrusion Prevention, URL Filtering, Advanced Malware Protection (AMP), and DNS Security.
These features are used to affect traffic in the data plane.

6. Cisco SD-WAN Security

Cisco SD-WAN architecture provides strong security for control plane, data plane, and management
plane operations. To enable the SD-WAN branches to have Direct Internet Access (DIA) without
dependency on another device or solution for security, strong threat defence mechanisms are built into
the WAN Edge router. This ensures the protection of user traffic at branch networks from internet
threats, and it also improves the application performance, allowing traffic to securely use DIA when
that is the optimal path !,

The following are some of the threat defence features which are available on the WAN Edge router:

e Application-Aware Enterprise Firewall.
e Intrusion Protection & Detection (IPS/IDS).
e URL filtering.

6.1. Application-Aware Enterprise Firewall

Application-Aware Enterprise Firewall is a proper firewall provides protection of stateful TCP
sessions, enables logging, and ensures that a zero-trust domain is implemented between segments in
the network.
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Cisco SD-WAN takes an integrated approach and has implemented a robust Application-Aware
Enterprise Firewall directly into the SD-WAN code. The Cisco SD-WAN firewall provides stateful
inspection, zone-based policies, and segment awareness P!1.

Zone configuration consists of the following components:

e Source zone is a grouping of VPNs where the data traffic flows originate.

e Destination zone is a grouping of VPNs where the data traffic flows terminate.

e Firewall policy is a localized security policy that defines the conditions that the originating data
traffic flow must match to allow the flow to continue to the destination zone.

e Zone pair is a container that associates a source zone with a destination zone and that applies a
firewall policy to the traffic that flows between the two zones.

Through the help of Cisco vManage, implementing a firewall policy at the branch is relatively
straightforward. No matter how the firewall policy is configured, it must eventually be tied to an overall
security policy, which is then attached to the branch WAN Edge router template.

6.2. Intrusion Detection and Prevention Systems (IDS/IPS)

Intrusion detection and prevention (IDS/IPS) is another important key to branch security and a
component of the Cisco SD-WAN security suite. An IDS/IPS can inspect traffic in real time in order
to detect and prevent cyberattacks by comparing the application behaviour against a known database
of threat signatures. Once detected, an IDS/IPS can notify the network operator through syslog events
and dashboard alerts as well as stop the attack by blocking the threatening traffic flow.

IDS/IPS is enabled through the use of Cisco operating system 10S-XE application service container
technology. Cisco SD-WAN IDS/IPS runs Snort, the most widely deployed intrusion prevention engine
(IPS) in the world, and leverages dynamic signature updates published by Cisco Talos.

The Cisco Talos Intelligence Group is one of the largest commercial threat intelligence teams in the
world and 1s composed of world-class researchers, analysts, and engineers. These teams create
accurate, rapid, and actionable threat intelligence for Cisco customers, products, and services. With
Talos, the IDS/IPS system can provide real-time traffic analysis to reliably protect the branch from
thousands of threats on a daily basis. Cisco vManage connects to the Talos signature database and
downloads the signatures Then pushes them down into the branch vEdge routers without user
intervention. Signatures are a set of rules that an IDS and an IPS use to detect typical intrusive activity.

The two methods for signature update include automatic IPS signature update via vManage and manual
IPS signature update using CLI commands available on the WAN Edge device. When a new signature
package is updated, the Snort engine will restart and traffic may be interrupted or bypass inspection
for a short period B!,

6.3. URL Filtering

URL Filtering is another Cisco SD-WAN security function that leverages the Snort engine for
inspection of HTTP and HTTPS payloads, in order to provide comprehensive web security at the
branch. The URL Filtering engine enforces acceptable use controls to block or allow websites. An
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administrator can choose to permit or deny websites based on 82 different categories, the site’s web
reputation score, and a dynamically updated URL database. Custom black and white lists can also be
created with customized end-user notifications, in order to bypass the URL Filtering engine for
websites that are internal or trusted !, Illustrated in Figure 15.

When an end user requests access to a particular website through their web browser, the URL Filtering
engine inspects the web traffic and first queries any custom URL lists:

e If the URL matches an entry in the whitelist, access is granted with no further inspection or
processing.

e [f the URL matches an entry in the blacklist, access is denied with no further inspection. When
access is denied, the user can be redirected to a block page with a customizable message or can
also be redirected to a custom URL.
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Figure 15: URL Filtering [33]

Conclusion

The Cisco Catalyst SD-WAN solution represents a significant advancement in wide area
networking. This chapter has provided an in-depth look at Cisco Catalyst SD-WAN, detailing its
architecture, key components, and the crucial role of the Overlay Management Protocol (OMP) in
enabling efficient and secure communication across the network.

We have also examined how Cisco leverages policy-based management to optimize traffic flows
and enforce quality of service, while integrating robust security features such as Application-aware
firewalls, IDS/IPS and URL filtering. Together, these elements form a powerful framework for
building agile, scalable, and secure enterprise networks.

With a thorough understanding of Cisco Catalyst SD-WAN's theoretical framework and
architectural advantages established, we now transition to the practical validation of these concepts.
Chapter 3 presents the hands-on implementation and testing of the solution in a simulated enterprise
environment, demonstrating the real-world applicability of the technologies and methodologies
discussed in the previous chapters.
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Introduction

In this chapter, we present the practical implementation of Cisco Catalyst SD-WAN within a
virtualized lab environment using GNS3. This phase of our project aims to simulate and validate the
deployment of a Software-Defined Wide Area Network for a typical enterprise with geographically
distributed branch sites. The objective is to design, configure, and test a scalable SD-WAN architecture
that enhances network performance, centralizes management, and integrates advanced security
features.

This chapter serves as a comprehensive account of the end-to-end implementation, from
topology design to testing and securing the SD-WAN deployment. The results underscore the
operational viability of Cisco Catalyst SD-WAN as a modern solution for enterprise networking.

1. Objectives of the Lab

The objective of this lab is to implement Cisco Catalyst SD-WAN solution using GNS3, simulating a
real-world enterprise network environment. Specifically, this lab aims to:

e Design an enterprise SD-WAN Topology: Develop a virtual network topology that integrates Cisco
SD-WAN components, including vManage, vBond, vSmart controllers, and WAN Edge devices
(vEdgeCloud routers).

e Perform Bootstrap Configuration: Execute the initial configuration for SD-WAN controllers
(vManage, vBond, and vSmart), ensuring secure inter-controller communication and proper system
initialization.

o Certificate Installation and Authentication: Install and authenticate digital certificates on the SD-
WAN controllers and Edge devices to establish trusted and secure communication within the SD-
WAN fabric.

e WAN Edge Device Configuration and Activation: Configure WAN Edge devices, perform their
bootstrap process, install their certificates, and activate them using the device chassis ID and
authorization token to ensure valid integration into the SD-WAN fabric.

e Inter-Site Connectivity Verification: Validate the SD-WAN deployment by ensuring successful
routing and end-to-end reachability between different sites through ping tests.

e Security Policy Implementation: Apply an Intrusion Prevention and URL filtering security policies
on one of the Edge devices, showcasing the capability of SD-WAN to enforce advanced security
controls, monitoring and content filtering at the network edge.

By accomplishing these objectives, this lab demonstrates the practical deployment and validation of
Cisco Catalyst SD-WAN technology, from initial design and configuration to security policy
enforcement.
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2. Lab Hardware and Software Environment

2.1. Physical Hosts Configuration

To implement and test our Cisco Catalyst SD-WAN solution, we deployed a local lab environment
consisting of three main components: a physical server to host the GNS3 VM and SD-WAN appliances,
a personal computer for accessing the vManage dashboard and remote CLI access, and a 4G LTE
modem to interconnect the server and PC via a private network. Below in Table 3 are the detailed
specifications of each device used in the setup:

Device  Specification

Server Model HP ProLiant DL380p Gen8
Processor Intel Xeon E5-2609 @ 2.40GHz, 4 Cores / 4 Logical Processors
Installed RAM 32 GB (4 x 8GB) SAMSUNG PC3L-10600R DDR3-1333
Network Interface Broadcom NetXtreme Gigabit Ethernet

Storage 4 x HP Logical Volume SCSI Disk Devices (4 X 256 GB)
Operating System  Windows 10 Pro, Version 22H2
BIOS HP P70

PC Processor Intel Core 15-8250U @ 1.60GHz 1.80GHz

Installed RAM 12 GB
Operating System  Windows 10 Pro

Modem Model Huawei ES172As-22
Table 3: Detailed specification of Lab devices

Huawei E5172As-22
Modem

HP ProlLiant DL380p GenS8
Server

PC

Figure 16 : Physical hosts network topology
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2.2. Virtualization Environment

2.2.1. Graphical Network Simulator 3 (GNS3)

GNS3 is a free and open-source network emulator software widely used by network engineers to
emulate, configure, test, and troubleshoot both virtual and physical network environments. In this lab
environment, we utilized GNS3 version 2.2.54, which comprises two main components, both
components were installed on the server:

GNS3 Desktop, serving as the graphical user interface (GUI) and used to design the SD-WAN lab
topology and to deploy and configure virtual appliances (vManage, vSmart, vBond, and vEdge...)
running within the GNS3 VM.

The GNS3 VM was installed on VMware Workstation Pro 17 with 30 GB of RAM and allocated a
single processor with 4 cores, ensuring sufficient computational resources to run multiple Cisco
Catalyst SD-WAN controllers and edge devices concurrently. Network connectivity for the GNS3 VM
was configured using a bridged network adapter, enabling it to obtain an IP address within the same
subnet as the host server via DHCP.

2.2.2. VMware Workstation Pro 17

VMware Workstation Pro 17 is the latest version of VMware’s flagship virtual machine software. It
allows you to create, configure, and run multiple virtual machines (VMs) on a single physical
computer.

In our SD-WAN lab implementation, VMware Workstation Pro 17 was employed as the hypervisor
platform to host the GNS3 VM, which is essential for running resource-intensive network functions
within the GNS3 environment. The choice of VMware Workstation over other virtualization solutions
was motivated by its high stability, integration with GNS3, and robust performance under load.

2.2.3. Cisco Catalyst SD-WAN 19.2.0

In this project, we deployed Cisco Catalyst SD-WAN version 19.2.0, which includes the core software
components required to build a secure and scalable SD-WAN fabric. The solution is composed of four
primary virtual appliances: vManage 19.2.0, vBond Orchestrator 19.2.0, vSmart Controller 19.2.097,
and vEdgeCloud Router 19.2.0. These virtualized network functions (VNFs) were instantiated within
the GNS3 VM environment, hosted on a VMware Workstation Pro 17 platform.

Each appliance was allocated system resources based on Cisco’s recommended minimum requirements
and the constraints of the lab environment:

e vManage: allocated 20 GB of RAM, 1 vCPU, and 30 GB of virtual storage to support the graphical
user interface, policy engine, and centralized configuration management functions.

e vBond Orchestrator: allocated 2 GB of RAM and 1 vCPU; it does not require persistent storage
for basic functionality.

e vSmart Controller: allocated 4 GB of RAM and 1 vCPU, with no dedicated storage requirements.
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e vEdgeCloud: allocated 2 GB of RAM and 1 vCPU, also without storage needs in this configuration.

2.2.4. Support Tools

e Solar-PuTTY: A lightweight and feature-rich SSH client used for remote access and command-line
configuration of the SD-WAN components and network devices.

e Wireshark: An advanced network traffic analyser utilized to is used to capture traffic and analyse
Packets including IPv4, Datagram Transport Layer Security (DTLS), and Overlay Management
Protocol (OMP).

3. Network Topology

Internet

etho

site-id 1000

Figure 17: Cisco SD-WAN Lab Topology in GNS3

Figure 17 show Cisco Catalyst SD-WAN Lab topology created in GNS3. The topology is divided into
two main segments: the centralized Controller Site (Site ID 1000) and four Branch Sites (Site IDs 1—
4).

3.1.  Controller Site (site-id 1000)

This site hosts the Cisco Catalyst SD-WAN control plane components and is logically segmented into
two virtual networks:

e VPN 512 (Management Plane): Interconnects the controllers and allows out-of-band management
through a Management Switch.
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e VPN 0 (Transport/Data Plane): Facilitates communication between controllers and edge devices
via the Access Switch and Border Router.

vManage interfaces:

e cthO: Connected to VPN 512 via the Management Switch

e cthl: Connected to VPN 0 via the Access Switch

e cth2: Connected directly to the Internet (via physical modem) it acquires an IP address via
DHCP. This interface enables access to the vManage GUI from the physical PC.

vSmart interfaces:

e cthO: Connected to VPN 512 (management) via the Management Switch.
e cthl: Connected to VPN 0 (control traffic) via the Access Switch.

vBond interfaces:

e Management0/0: Connected to VPN 512 for initial device registration and management.

e Ge0/0: Connected to VPN 0 to facilitate overlay network orchestration and WAN Edge
onboarding.

3.2.  Branch Sites (Site IDs 1-4)

Each site contains a vEdgeCloud device configured with a unique site-id and dual interfaces (Ge0/0,
Ge0/1) for redundancy and traffic distribution. These devices are connected through two Layer 2
switches (EdgeSwitchl and EdgeSwitch2) to a Border Router, which links them back to the Controller
Site.

e vEdgel: site-id 1
o vEdge2: site-id 2
o vEdge3: site-id 3
e vEdge4: site-id 4

4. Controllers Bootstrap configuration
4.1. vManage:

In this lab environment, vManage is assigned the system IP address 1.1.1.1, which uniquely identifies
the vManage within the SD-WAN fabric, and it is situated in Site ID 1000. The lab's organizational
name, configured across all components, is designated as “ether-net”.

To enable control-plane connectivity, the vBond Orchestrator’s IP address 10.10.1.3 was configured
within vManage. This setup facilitates the establishment of secure control connections between
vManage and vBond, essential for authenticating WAN edge devices and orchestrating overlay tunnels.

For operational consistency, clock synchronization across all SD-WAN components is configured by
setting the timezone to Africa/Algiers, aligning with the geographic location of the controller site in
Algiers.

The vManage interface configuration is as follows:
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e cthO (Management Plane - VPN 512):

@)
@)
@)

Connected to the Management Switch, part of the 172.16.1.0/24 subnet.
Configured with the static IP address 172.16.1.1/24.
Provides out-of-band management access to vManage, vSmart, and vBond components.

e cthl (Transport/Data Plane - VPN 0):

o O O O

Connected to the Access Switch, part of the 10.10.1.0/24 subnet.

Configured with the static IP address 10.10.1.1/24.

This interface establishes control connections with SD-WAN edge devices.

Configured with a tunnel-interface, enabling the creation of secure IPsec tunnels between
controllers and edge routers.

Tunnel services is configured to allow essential protocols and services (HTTP, ICMP...)
and enabling advanced management protocols such as NETCONF for network
configuration automation and SSHD (Secure Shell Daemon) for remote CLI management.

e cth2 (Internet Access):

o

o

Directly connected to the physical modem for external network access and GUI
management via physical PCs.

Configured as a DHCP client, automatically obtaining an IP address from the modem's
DHCP pool.

This interface serves dual purposes: providing internet connectivity and enabling GUI
access from external workstations without interfering with the SD-WAN fabric’s internal
routing.

For efficient routing, a default route was configured pointing towards the Border Router with the
gateway [P address 10.10.1.254. This ensures forwarding any traffic destined for the edge devices.

4.2.

vBond:

In this lab setup, the system IP for the vBond is configured as 1.1.1.3, and it resides in Site ID 1000.
The vBond appliance used here is originally a vEdge router, reconfigured to function as a vBond
through the vbond command, where its local interface IP (10.10.1.3) was specified and the local
designation was set, transforming it from a vEdge to a vBond.

The timezone for vBond is configured as Africa/Algiers, and the GPS location is set to Algiers.

The vBond interface configurations are as follows:

e Management0/0 (Management Plane - VPN 512):

@)
@)

Connected to the Management Switch within the 172.16.1.0/24 management subnet.
Configured with the static IP address 172.16.1.3/24.

e Ge0/0 (Transport/Data Plane - VPN 0):

@)
@)
@)

Connected to the Access Switch within the 10.10.1.0/24 transport subnet.

Configured with the static IP address 10.10.1.3/24.

Configured with a tunnel-interface to establish secure IPsec tunnels, ensuring data
confidentiality and integrity between control components and edge devices.

Support protocols and management services, including HTTP, ICMP. NETCONF is
configured for network automation, and SSHD for secure remote CLI access.
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o IPsec encapsulation is configured, providing encryption for control-plane communications
over the network infrastructures.

Default route was configured pointing towards the Border Router with the gateway IP address
10.10.1.254. This ensures forwarding any traffic destined for the edge devices.

4.3. vSmart:

In this lab implementation, the system IP for the vSmart is configured as 1.1.1.2 and is situated in Site
ID 1000. The timezone is configured as Africa/Algiers and the GPS location is set to Algiers.

The vSmart interface configuration comprises two key connections:

e cthO (Management Plane - VPN 512):
o This interface is connected to the Management Switch within the 172.16.1.0/24 subnet.
o Configured with the IP address 172.16.1.2/24.
e cthl (Transport/Data Plane - VPN 0):
o This interface connects to the Access Switch within the 10.10.1.0/24 subnet.
o Configured with the IP address 10.10.1.2/24.
o The tunnel-interface under VPN 0 is configured to encrypt communication and to ensure
data confidentiality and integrity.
o Services and management protocols are permitted under the tunnel interface, including
HTTP, ICMP, NETCONF for network programmability, and SSHD for secure CLI access.

Default route was configured pointing towards the Border Router with the gateway IP address
10.10.1.254. This ensures forwarding any traffic destined for the edge devices.

vManage web GUI

We used a web browser to access the vManage GUI by entering the URL https://192.168.1.5:8443.
192.168.1.5 is the IP address of eth2. The default login credentials used are admin/admin.

After logging in, Organization Name was set to “ether-net”, and the vBond address was assigned the
IP address 10.1.1.3 in the Administration > Settings page.

Next, vBond orchestrator is added with its IP address 10.10.1.3 and vSmart controller with IP address
10.10.1.2. in Configuration > Devices > Controllers > Add Controller.

5. Controller Certificate installation and Authentication

In the Cisco SD-WAN architecture, controllers cannot become operational unless their identity is
authenticated through a chain of trust. This identity validation process ensures that only authorized and
trusted devices can join the SD-WAN fabric while maintaining operational flexibility. Each controller
must have a root certificate signed by a trusted Certification Authority (CA).
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5.1. Generating private key and self-signed certificate

Within the vManage vshell (Linux shell) environment, we generated two essential cryptographic files:
SDWAN.key and SDWAN.pem, utilizing the OpenSSL toolkit, which is used for generating
cryptographic keys and certificates.

e (Generating the Private Key: SDWAN.key

vManage:~$% openssl genrsa -out SDWAN.key 2048

This command generates a 2048-bit RSA private key, saved as SDWAN.key. The RSA key is the
foundation of the public-private key pair used for cryptographic operations. This key remains
securely stored on vManage and is used to sign certificates and authenticate encrypted sessions
within the SD-WAN fabric.

e Creating the Self-Signed Certificate: SDWAN.pem

vManage:~$ openssl req -x509 -new -nodes -key SDWAN.key -sha256 -days

2000 -subj "/C=DZ/ST=0ORAN/L=ENSTTIC/O=ether-net/CN=SD-WAN" -out
SDWAN. pem

This command generates a self-signed X.509 certificate, saved as SDWAN.pem, which binds the
public key to an identity defined by the distinguished name (DN). The certificate is valid for 2000
days and is used to establish trust within the SD-WAN overlay.

o req -x509: Generates a self-signed X.509 certificate instead of a certificate signing request

(CSR).

-new -nodes: Creates a new certificate without password protection on the private key.

-key SDWAN.key: Uses the previously generated RSA private key to sign the certificate.

-sha256: Utilizes the SHA-256 hashing algorithm for enhanced cryptographic security.

-days 2000: Sets the certificate validity period to 2000 days (~5.5 years), ensuring long-

term operational continuity.

o =-subj "/C=DZ/ST=0RAN/L=ENSTTIC/O=ether-net/CN=SD-WAN": Defines the
subject DN, which contains attributes: country (C), state (ST), locality (L), organization
(O), and common name (CN). These attributes identify the certificate holder.

o -out SDWAN.pem: Specifies the output filename for the generated certificate.

o O O O

Purpose of SDWAN.key and SDWAN.pem

e SDWAN.key: The private key used to sign certificates, authenticate encrypted sessions, and
establish secure control connections within the SD-WAN fabric.

e SDWAN:.pem: The self-signed certificate containing the public key, used to authenticate vManage
to other SD-WAN components and ensure trust in control-plane communications.

Once the SDWAN.key (private key) and SDWAN.pem (self-signed certificate) were generated on
vManage, these cryptographic artifacts were securely copied to the vBond and vSmart controllers
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Within the vManage GUI, we navigated to: Administration > Settings, under the Controller
Certificate Authorization section, the default setting is Cisco Automated. We changed the certificate
signing mode to Enterprise Root Certificate. This selection configures the SD-WAN system to use a
local Certificate Authority (CA) (represented by the SDWAN.pem certificate) for signing and
authorizing device certificates. To implement this, we pasted the contents of the SDWAN.pem file into
the provided input field for the Enterprise Root Certificate.

To confirm that the root certificate chain was correctly propagated and synchronized across the SD-
WAN infrastructure, we accessed the vManage RESTful API:

https://192.168.1.5/dataservice/system/device/sync/rootcertchain

The response is

5.2. Certificates installation

e Generating Certificate Signing Requests (CSRs)
Within the vManage GUI, we navigated to: Configuration > Certificates > Controllers Here, we
initiated the CSR (Certificate Signing Request) generation for each controller (vManage, vBond,
vSmart). Upon successful generation, the status for each controller is updated to “CSR Generated”,
indicating readiness for certificate signing.

e Preparing CSRs for Signing
For each controller, we copy the CSR content from the GUI then we create a .csr file locally on
each controller using vim command in vshell and copy the CSR content into it.

e Signing CSRs with the Enterprise Root CA
Using the OpenSSL toolkit in vManage vshell mode, we sign each CSR with the previously
generated SDWAN.pem and SDWAN.key

vManage:~$%$ openssl x509 -req -in vManage.csr -CA SDWAN.pem -CAkey

SDWAN.key -CAcreateserial -out vManage.crt -days 2000 -sha256

This command is executed for each controller’s CSR, producing unique signed certificates
(vManage, vBond.crt and vSmart.crt).

e Installing the Signed Certificates
With the .crt files ready, we return to the vManage GUI under: Configuration > Certificates >
Controllers > Install Certificate. For each controller: we copy .crt contents, and paste it into the
installation field.
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At this stage, all controllers are fully operational, equipped with valid certificates, and have
successfully established secure control plane connections with one another, ensuring a stable and
authenticated SD-WAN environment.

Pl % CONFIGURATION | DEVICES

u
]
o
Y
-]
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Figure 18: vManage, vSmart and vBond installed

6. vEdge Onboarding and Certification

vEdge1l
site-id 1
Ge0/0
To the Ge0/1
controllers vEdge2

e

BorderRouter

vEdged

Ge0/1
site-id 4

Figure 19: Edge sites topology

The Border Router serves as the primary gateway to external networks and is connected to two
EdgeSwitches to provide high availability and redundancy. Specifically, the Border Router is
connected via:

e Interface g1/0, which is associated with the 172.19.0.0/16 subnet, linking it to EdgeSwitch].
e Interface g2/0, which operates in the 172.18.0.0/16 subnet, connecting it to EdgeSwitch2.

These EdgeSwitches function as distribution-layer devices, aggregating the network traffic from the
vEdge routers deployed at multiple sites. Each EdgeSwitch provides physical and logical connectivity
to all deployed vEdge devices, thereby ensuring resilient and load-balanced paths for the SD-WAN
fabric.

Each vEdge router is configured with:
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e Interface Ge0/0, which connects to EdgeSwitchl within the 172.19.0.0/16 subnet.
e Interface Ge0O/1, which connects to EdgeSwitch2 in the 172.18.0.0/16 subnet.

The vEdges are identified by their respective site-ids and assigned IP addresses, as detailed in Table 4.

Site ID vEdge Router Interface Address IP

site-id 1 vEdgel Ge0/0 172.19.0.11 /16
Ge0/1 172.18.0.11 /16
site-id 2 vEdge2 Ge0/0 172.19.0.22 /16
Ge0/1 172.18.0.22 /16
site-id 3 vEdge3 Ge0/0 172.19.0.33 /16
Ge0/1 172.18.0.33 /16
site-id 4 vEdge4 Ge0/0 172.19.0.44 /16

Ge0/1 172.18.0.44 /16

Table 4 : vEdges sites and IP addresses

6.1. vEdges Bootstrap configuration:

Each vEdge was assigned a unique hostname (vEdgel, vEdge2, vEdge3, vEdge4). Furthermore, each
vEdge was configured with a unique system IP address (vEdgel: 2.2.2.1 through vEdge4: 2.2.2.4) to
uniquely identify each router within the SD-WAN domain.

Consistent with the control plane components, the organization name was set to "ether-net" on all
vEdges. Additionally, the vBond orchestrator IP was specified as 10.10.1.3, enabling each vEdge to
establish secure control connections with the orchestrator.

To maintain accurate time synchronization across the network, the clock timezone was set to
Africa/Algiers, and GPS coordinates were specified for each vEdge's physical location:

Site 1: Oran

Site 2: Constantine
Site 3: Sétif

Site 4: Tlemcen

Each vEdge router's transport interface (specifically Ge0/0) was configured as a tunnel interface,
enabling secure [Psec tunnels with SD-WAN controllers. Under this tunnel configuration, we permitted
all services (including HTTP, ICMP, and others) and explicitly allowed both NETCONF and SSHD.

To enable proper communication with the control plane (vManage, vBond, and vSmart) and external
networks, a default route was configured on each vEdge pointing to 172.19.0.1, which represents the
IP address of the border router.

6.2. vEdge onboarding and certification
6.2.1. Uploading WAN Edge List:

In order to onboard WAN Edge devices (vEdges) into the Cisco Catalyst SD-WAN environment, we
utilized the WAN Edge List feature available in vManage.
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The procedure began by navigating to the vManage Dashboard under Configuration > Devices >
WAN Edge List. Here, we selected Upload WAN Edge List, which allows the uploading of a pre-
generated serial file (serialFile.viptela). This file, with the “.viptela” extension, contains unique serial
numbers and device identifiers of the WAN Edge devices and is obtained from the Cisco Plug and Play
(PnP) portal. The PnP portal, linked to a Cisco Smart Account, acts as a centralized platform for
managing and pre-authorizing devices before deployment, ensuring compliance with enterprise
security policies.

Upon uploading the serialFile.viptela to vManage, we selected the "Validate the uploaded WAN Edge
List and send it to controllers" option. This validation step is critical to ensuring the integrity and
authenticity of the list before it is distributed to all control components (vManage, vBond, vSmart). It
also verifies that the uploaded list matches the serial numbers of the physical or virtual vEdges intended
for deployment.

Verification of the successfully uploaded and validated WAN Edge List can be performed through:

e Graphical Interface: Navigate to Configuration > Devices > WAN Edge List on the vManage
dashboard to review the list of valid devices.
e CLI Verification: Execute the following commands:

o BRIt I MREIS RIS on vManage and vSmart, which lists all validated and

authorized WAN Edge devices.

o Nl eI CE o eI VER R BV -1 on vBond, which confirms the orchestrator’s list of

validated edge devices.

6.2.2. Installing Edge Certificate:

We employed a structured process involving enterprise root certificate installation and bootstrap
configuration.

First, we copied the SDWAN.pem enterprise root certificate (generated and exported from the
vManage controller) into each vEdge device. This was done using the vim command in vshell mode
on the vEdge appliance. After placing the certificate, we transitioned from vshell mode back to the
standard vEdge CLI prompt.

At this stage, it was essential to remove any default root certificate chains installed on the vEdge to
prevent conflicts and ensure exclusive use of the enterprise certificate. We accomplished this by issuing
the following command:

vEdge# request root-cert-chain uninstall

This action removed the existing default root certificates, clearing the way for installing the newly
prepared enterprise certificate. Subsequently, we executed:

vVEdge# request root-cert-chain install /home/admin/SDWAN.pem

This command installed the enterprise root certificate on the vEdge, ensuring that the device's trust
model aligned with the organization's certificate authority.
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6.2.3. Edge activation:

Next, we navigated to the vManage Dashboard under Configuration > Devices > WAN Edge List
and selected an unused vEdge entry from the uploaded list. By clicking Generate Bootstrap
Configuration, vManage generated and downloaded a bootstrap configuration file. This file contained
vital onboarding information, including:

e (Chassis Number (unique device identifier)
e One-Time Password (OTP) token

e Organization Name

e vBond Orchestrator IP Address

Using this information, we activated the vEdge by executing the following command in its CLI:

vEdge# request vedge-cloud activate chassis-number [chassis number]

token [otp]

This command securely initiated the onboarding process, establishing a control connection with the
vBond orchestrator and validating the device’s authenticity.

After a short period, the vEdge was successfully onboarded and integrated into the SD-WAN fabric.
We verified the onboarding and control connection establishment by executing:

o NleMAKelelshu el R efe]slslTquRels Displays all active control connections to vSmart, vBond, and

vManage, confirming the vEdge’s connectivity.

o NleMiKeleliyd e X PR NI B sIglelo I quu =1y Shows the status of the local certificate, verifying that the

enterprise certificate is installed and that the vEdge’s identity has been validated by vBond (serial
number replaced the OTP token).

Finally, the vEdge devices appeared in the vManage dashboard as active and reachable, signaling
successful onboarding and integration into the SD-WAN infrastructure.

.., Cisco vManage
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Figure 20: All Controllers and Edge devices are installed
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7. vManage Dashboard Exploration

e Main Dashboard
Upon accessing the Cisco vManage GUI through the vManage eth2 IP address, this interface is
accessible via HTTPS. Users authenticate using default administrative credentials (username:
admin, password: admin). Upon successful authentication, the vManage Dashboard is displayed.
Key elements of the dashboard include:

o Component Status Overview: show Cisco Catalyst SD-WAN components (vManage,
vSmart, vBond and vEdge), including the number of this components.

o Recent Reboot Metrics: Displays the number of vManage reboots within the last 24
hours and a number of warnings or invalid certificates.

o Control Status: Visualizes the current control connection health of WAN Edge devices,
categorizing them as having full control, partial control, or no control status.

o Site Health: Summarizes the operational health of SD-WAN sites, indicating the
number of sites with full WAN connectivity, partial WAN connectivity, or no WAN
connectivity.

o WAN Edge Inventory: Details the total number of WAN Edge devices imported into
the WAN Edge List. It classifies devices based on their deployment status (deployed,
staging).

Additional Widgets: The vManage dashboard offers a modular set of informational widgets, such
as Transport Health and Transport interface Distribution.

+o CiscovManage

25 DASHBOARD | MAIN DASHEOARD

o]
o

t’l" 1~v‘ 8 -‘4 o4 &/ ] s J ‘ Reboot 1 R 0

Control Status (Tetal 4) Site Health (Total 4) Transpert Interface Distribution

e F & D&

1
)

o o o &

WAN Edge Inventory WAN Edge Health (Total 4) Transport Health Tye: Byloss & = 23
Total 20

0 4 0 0

Top Applications = Application-Aware Routing Type: ByLoss

Figure 21: vManage Dashboard
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Geography

Within the Geography page, the system provides a dynamic and interactive geographic
visualization of the SD-WAN fabric's deployed components, including controllers (vManage,
vBond, vSmart) and WAN Edge devices. This visualization is implemented using the
OpenStreetMap API.

Cisco vManage

Fl 2 MONITOR | GEOGRAPHY Q
o VPN GROUP VPN SEQMENT
2 = N Eco
N R
= i &
~ oy . e A 1
- e e
Figure 22: Location of control and Edge sites in vManage GUI/
Network

The Network page in Cisco vManage provides a centralized view of all SD-WAN components,
including controllers and WAN Edge devices. Key details include Chassis ID, Site ID, Software
Version, Reachability Status, Up Since, and System IP.

This page is essential for network inventory management and real-time monitoring. By selecting a
device, administrators can access advanced settings such as interface configurations, routing
policies, control connections, and software upgrades.

Alarms

The Alarms page in Cisco vManage provides a centralized interface for monitoring network alerts.
Alarms are categorized by severity into four levels: Critical, Major, Medium, and Minor. This page
enables network administrators to rapidly identify and prioritize issues, ensuring the resilience,
security, and stability of the SD-WAN infrastructure.

Events

The Events page in Cisco vManage provides a comprehensive log of network events, categorized
by severity into three levels: Critical, Major, and Minor. These events capture key operational
activities, including user logins and logouts, file uploads, root certificate modifications, and control
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connection changes. This detailed event logging supports auditing, compliance, and proactive
incident management to ensure the integrity and security of the SD-WAN environment.

e Logs
The Logs page in Cisco vManage provides a system log of vManage activities, including SSH
sessions, root certificate modifications, file uploads, and user actions. This log data is essential for
system monitoring, troubleshooting, and forensic analysis, ensuring transparency and
accountability in the management of the SD-WAN infrastructure.

e SSH Terminal
In the Tools menu, the SSH Terminal functionality enables secure remote management and control
of all SD-WAN components. This interface facilitates direct command-line access to each network
element, allowing for advanced configuration, troubleshooting, and monitoring within the
software-defined WAN environment.

e Software Update
The Maintenance > Software Update interface provides a centralized platform for performing
software upgrades on SD-WAN components, including WAN Edge devices, Controllers, and the
vManage network management system. This capability ensures that all elements operate with the
latest firmware and software versions, thereby maintaining system stability, security, and feature
compatibility across the SD-WAN infrastructure.

e Manage Users
The Administration > Manage Users module enables comprehensive user account management,
including the creation, modification, and deletion of user profiles. Additionally, users can be
assigned to predefined or custom user groups. By default, three user groups are provided:

o Basic: Grants view-only access limited to the main dashboard, restricting interaction
with system settings.

o Operator: Provides full read-only access across the SD-WAN environment, allowing
monitoring without modification privileges.

o NetAdmin: Offers full administrative privileges with unrestricted read and write access
to all system components and configurations.

Furthermore, administrators can define custom user groups with tailored permissions, enabling
control over feature access and operational capabilities within the SD-WAN management platform.

e Monitor devices
The Monitor > Network > Devices provides comprehensive visibility and control over the
operational status and performance of network devices. Key functionalities include:

o Device Interface Monitoring:
Displays the operational state of each device’s network interfaces, including assigned
IP addresses, associated VPNs, and real-time statistics on transmitted and received
packet counts.
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o Device Control Connections:
Visualizes the control-plane connections established between each Edge device and the
network controllers (vManage, vSmart, and vBond), presenting a detailed topology of
the control architecture for each component.

o Device System Status:
Provides critical system health metrics, such as real-time and historical (up to 7 days)
CPU and memory utilization, temperature readings, power supply status, fan
performance, and records of system reboots and crash events.

o Device Troubleshooting Tools:
Supports advanced diagnostic capabilities, including connectivity testing with
customizable ping parameters and traceroute analysis. The interface also displays the
device bring-up status and enables traffic verification through tunnel health checks,
application route visualization, and simulated traffic flows using protocols such as
ICMP, HTTPS, and custom application traffic (e.g., LinkedIn).

o Device Real-Time Information:
Provides a live snapshot of essential device attributes, including hostname, last update
timestamp, GPS location, timezone, site identifier, and the associated vBond IP address.
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8. Edge sites connectivity:

8.1. Test Reachability of the Edge sites:

After the successful onboarding of all controllers (vManage, vSmart, and vBond) and Edge devices
(vEdges), we conducted a reachability test to validate the inter-site connectivity. This was
accomplished using the advanced ping tool available in the Monitor > Network > Troubleshooting
> Ping section of Cisco vManage. Specifically, from vEdgel, an ICMP ping was initiated towards
vEdge2 within VPN 0 utilizing the interface ge0/0. The results demonstrated successful reachability,
confirming operational connectivity between Site 1 and Site 2.

L moNITOR

Destination IPF*

17219.0.22

bleshooting = Ping
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Adwanced Options

Count

Time To Live

Surnmary
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Packsts Reosived 4
Packst loss (%) 20
Round Trip Time:
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Wz (=) 638.874
Ao {ms) 302487
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VEM -0 - 0D~ iped - 172.19.001 1 -
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»
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Figure 23: Ping between vEdgel and vEdge2
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8.2. Analysing DTLS packet using Wireshark:

We conducted

a Wireshark packet capture on the ethl interface of the vSmart controller. Upon

inspection of the captured traffic, multiple protocols were observed, including standard network
management and diagnostic protocols such as ARP (Address Resolution Protocol) and ICMP (Internet
Control Message Protocol). However, the most significant protocol identified was DTLSv1.2
(Datagram Transport Layer Security, version 1.2), which is used by OMP to secure control-plane
communications over UDP.

Mo,
1.785192
1.848495
1.896122
b 1.918331
2.536795
2.559643
2.811143

Source Destination Protocol Lengt Info

16.16.1.1 16.18.1.2 DTLSv1.2 224 pApplication

16.190.1.2 16.10.1.1 DTLSv1.2 188 Application

172.19.8.11 16.18.1.2 DTLSw1.2 182 Application

18.10.1.2 172.19.8.11 DTLSw1.2 196 Application

@Cc:@5:52:24:88:81 Broadcast ARP 42 Who has 16.168.1.254? Tell 168.18.1.2
ca:@l:13:26:88:858 BC:85:52:24:88:81 ARP 60 18.16.1.254 is at ca:91:13:26:00:08
172.19.8.11 16.10.1.2 DTLSv1.2 182 Application Data

bits),

@1 (@c:
: 18.18.: 5

User Datagram Protocol, Src Port: 12446, Dst Port:

Datagram Transport Layer Security

* DTLSv1.2 Record Layer: Application Data Protocol: Application Data
Content Type: plication Data (23

W

: DTLS 1.2 (@xfefd)

Sequence Number: 1699

Length

: 141

Encrypted Application Data

Figure 24: Analysing DTLSv1.2 packet using Wireshark

A notable observation in the capture is as follows:

e Packet No. 16:

O

O
O
O
O

Protocol: DTLSv1.2

Source IP: 10.10.1.2 (vSmart)

Destination IP: 172.19.0.11 (vEdgel)

Packet Size: 196 bytes

Details: The packet encapsulates a DTLS Application Data payload within the IPv4
packet structure. This payload contains encrypted OMP control messages between
vSmart and vEdge.

e Packet No. 19:

O

O
O
O
O

Protocol: DTLSv1.2

Source IP: 172.19.0.11 (vEdgel)

Destination IP: 10.10.1.2 (vSmart)

Packet Size: 182 bytes

Details: This packet represents the response from vEdgel to vSmart, continuing the
bidirectional OMP control-plane communication secured via DTLSv1.2.
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8.3. Simulating LinkedIn flow in vEdge Router:

The Simulate Flow feature available in the Monitor > Network > Troubleshooting > Simulate Flow
section of the Cisco vManage GUI was utilized to emulate traffic flows across the SD-WAN fabric. In
this simulation, we used a LinkedIn flow originating from a PC located in Site 1, destined for the
vManage system within VPN 0. The simulation output provided details such as the specific routing
path, the number of next hops, and the intermediate forwarding nodes encountered along the path (from
the PC, traversing through the vEdge1 router, and into at the vManage controller). The results verified
proper path and route resolution, affirming that the data plane is fully operational and capable of
supporting real-time application flows between the edge sites and the centralized management
components.

[ MoNITOR Simulate Flow
Edgel12221 StelD1 D vEdgeCloud i) Troubleshooting +
VPNY Source/Interface for VPN - 0+ Source 1P+ Destination 1P+ ion

Figure 25: LinkedIn flow simulation in vEdgel

9. Applying Security Policy

In the Settings > Security section of vManage GUI, it is possible to define and implement various
security policies. The platform provides four pre-configured security policy templates to streamline
deployment:

e Compliance: Integrates Application Firewall with Intrusion Prevention System (IPS).

e Guest Access: Combines Application Firewall with URL Filtering for controlled external guest
access.

e Direct Cloud Access: Encompasses Application Firewall, IPS, Advanced Malware Protection
(AMP), and DNS Security for secure cloud interactions.

e Direct Internet Access: Extends the coverage of Direct Cloud Access by incorporating URL
Filtering to further enhance security for direct internet traffic.

For the purpose of this lab implementation, a Custom Security Policy was created to demonstrate
granular control over security components.
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Choose a scenario that fits your use-case. Click Proceed to continue building your desired policies.

Compliance

Application Firewazll | Intrusion Prevention

=

Guest Access

Application Firewall | URL Filtering

Direct Cloud Access

Application Firewall | Intrusion Prevention | Advanced Malware Protection | DNS Security

Direct Internet Access
Application Firewall | Imtrusion Prevention | URL Filtering | Advanced Malware Protection | DMNS Security

Custom

Build your ala carte policy by combining a variety of security policy blocks

Figure 26: Security policies templates

9.1. Intrusion Prevention Policy Configuration:

We created new Intrusion Prevention Policy in VPN 0 to secure the transport domain responsible for
direct internet access.

The signature set was configured to the default profile. Inspection Mode was set to Prevention,
ensuring that identified threats are not only detected but actively blocked in real time. The Alert Level
Logging parameter was set to Error, prioritizing the logging of significant intrusion events.

The policy was labelled IPS, denoting its role in proactive threat mitigation.

£ CONFIGURATION | SECURITY  &dd Intrusion Pravention Pol icy

Target Policy Behavior
‘] Signature Set:  Balanced
Inspaction Mode:  Protection —_— — LogLevel: Emor
Whitelist: -
VPNs
Actions ) Alerts
Signatures
@ Target VPNs
Intrusion Prevention - Policy Rule Configuration @
Paolicy Name =
Signature Set Zalarced - @ Inspection Made Protectian -
Advanced -
Signature Whitelist Smlect a signature list
Alerts Log Level @ Ermor -

Figure 27: Adding Intrusion Prevention Policy
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9.2. URL Filtering Policy Configuration:
A new URL Filtering Policy was created and similarly applied to VPN 0.
We selected some web categories for blocking, namely:

e Confirmed Spam Sources

e Hacking

e Malware Sites

e Botnets

e Keyloggers and Monitoring
e Spam URLs

e Spyware and Adware

Web Reputation Level was configured to Moderate Risk. The Block Page Content was customized to
present end users with the message: “This page is blocked by the network administrator”. This policy

was designated as URL_Filtering.

Dizabled

¢ CONFIGURATION | SECURITY  Add UIRL Filtering Policy
Target Policy Behavior
Blocked Categories: 7
Blacklist
1 'Web Reputation:  Mioderate Risk
— Action:  Block Page —
WPNs Vit URLs: - Reputation/Category:
Blackfist URLs: - Block Page Server
@ Targes VPH
(@ momven | Web Filter
URL Filtering - Policy Rule Configuration @
Policy Name URL_Filtering
Web Categories Zlnck - corfimedspamscurces x hacking x malwaresites x botnets x
4 »
Web Reputation Muoderate Risk ™

Figure 28: Adding URL Filtering policy

We named the final security policy encapsulating both the IPS and URL Filtering modules:

IPS and URL Filtering
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Figure 29: Security policy configuration preview
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Conclusion

The implementation of the Cisco Catalyst SD-WAN version 19.2.0 has provided valuable insights into
the deployment, operation, and capabilities of a modern Software-Defined WAN architecture. This lab
demonstrated the effectiveness of Cisco’s centralized SD-WAN control model in simplifying network
management across distributed sites while ensuring scalability, flexibility, and security.

The deployment showed the integration of core SD-WAN components and highlighted the platform’s
advanced capabilities in real-time monitoring, and secure overlay establishment using Overlay
Management Protocol (OMP). Moreover, the integration of customizable security policies, such as
Intrusion Prevention System (IPS) and URL filtering, showcased the platform's built-in security
mechanisms that protect enterprise traffic at the WAN edge without requiring additional infrastructure.

Overall, the Cisco Catalyst SD-WAN solution proves to be a comprehensive and efficient approach
for building intelligent, secure, and application-aware enterprise WANSs, aligning with modern
networking requirements and digital transformation initiatives.
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General Conclusion

The rapid digital transformation and increasing reliance on cloud services have pushed
traditional WAN architectures to their limits. While MPLS-based solutions have served enterprises
reliably for decades, they often fall short in addressing today’s needs for scalability, flexibility, security,
and cost-efficiency. In response to these limitations, Software-Defined Wide Area Network (SD-WAN)
has emerged as a disruptive technology that redefines enterprise connectivity by introducing
centralized control, application-aware routing, and seamless integration with diverse transport links.

This project provided a comprehensive study of WAN technologies, tracing the evolution from
legacy infrastructures to modern, software-driven approaches. Through an in-depth comparison
between MPLS and SD-WAN, we identified key benefits of SD-WAN, such as simplified
management, enhanced performance, and improved security through integrated features.

A particular emphasis was placed on the Cisco Catalyst SD-WAN solution, chosen for its
compatibility with real-world enterprise needs. In a simulated lab environment, we successfully
designed and implemented a complete SD-WAN topology with multiple branch sites and a centralized
control plane. The project involved bootstrapping controllers, onboarding edge devices, certificate
management, testing inter-site connectivity, analysing control traffic, and applying custom security
policies.

This implementation not only validates the operational advantages of SD-WAN but also
highlights its feasibility as a scalable and secure alternative to traditional WANSs. As enterprises
continue to embrace cloud-first strategies and decentralized workforces, SD-WAN stands out as a
strategic enabler of agile, resilient, and intelligent network infrastructures. This project thus contributes
both academically and practically to the understanding and adoption of SD-WAN technologies in
modern enterprise contexts.
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Bootstrap configuration of vManage

vManage# show running-config
system
host-name vManage
gps-location latitude 3.153752
gps-location longitude 36.724293
system-ip 1.1.1.1
site-id 1000
admin-tech-on-failure
sp-organization-name ether-net
organization-name ether-net
clock timezone Africa/Algiers
vbond 1@.16.1.3
vpn ©
interface ethl
ip address 10.10.1.1/24
tunnel-interface
allow-service all
allow-service dhcp
allow-service dns
allow-service icmp
allow-service sshd
allow-service netconf
no allow-service ntp
no allow-service stun
allow-service https
|
no shutdown
|
interface eth2
ip dhcp-client
no shutdown
|
ip route ©.0.0.0/@ 10.10.1.254
|
vpnh 512
interface eth®@
ip address 172.16.1.1/24
no shutdown
|

i

Figure 30: Bootstrap configuration of vManage
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Appendix

Bootstrap configuration of vBond

vBond# show running-config
system
host-name vBond
gps-location latitude 3.153752
gps-location longitude 36.724293
system-ip 1.1.1.3
site-id 1000
admin-tech-on-failure
no route-consistency-check
organization-name ether-net
clock timezone Africa/Algiers
vbond 1©.16.1.3 local
/pn ©
interface ge@/@
ip address 18.10.1.3/24
ipv6é dhcp-client
tunnel-interface
encapsulation ipsec
allow-service all
no allow-service bgp
allow-service dhcp
allow-service dns
allow-service icmp
allow-service sshd
allow-service netconf
no allow-service ntp
no allow-service ospf
no allow-service stun
allow-service https
|

no shutdown
|

ip route ©.6.0.8/6 10.16.1.254

|
vpn 512
interface ethe
ip address 172.16.1.3/24
no shutdown
|

Figure 31: Bootstrap configuration of vBond
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Appendix

Bootstrap configuration of vSmart

vSmart# show running-config
system
host-name vSmart
gps-location latitude 3.153752
gps-location longitude 36.724293
system-ip 1.1.1.2
site-id 1000
admin-tech-on-failure
organization-name ether-net
clock timezone Africa/Algiers
vbond 10.108.1.3
vpn ©
interface ethl
ip address 10.10.1.2/24
tunnel-interface
allow-service all
allow-service dhcp
allow-service dns
allow-service icmp
allow-service sshd
allow-service netconf
no allow-service ntp
no allow-service stun
|

no shutdown
|

ip route ©.9.0.6/0 16.10.1.254
!
vpn 512

interface ethe

ip address 172.16.1.2/24

no shutdown
!

Figure 32: Bootstrap configuration of vSmart

Configuration of BorderRouter
interface GigabitEtherneta/e
ip address 18.18.1.254 255.255.
media-type ghic
speed loaa
duplex full
negotiation auto
|
interface GigabitEthernetl/
ip address 172.19.8.1 255.
negotiation auto
|
interface GigabitEthernet2/
ip address 172.18.8.1 255.
negotiation auto

Figure 33: BorderRouter configuration
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Appendix

Bootstrap configuration of vEdgel

Figure 34: Bootstrap configuration of vEdgel
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Appendix

Bootstrap configuration of vEdge2

n latitude
on longitude

ip addre < 1
ipve dhc

dhcp

icmp
nd

‘e 172.

15.8.1

Figure 35: Bootstrap configuration of vEdge2
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Appendix

Bootstrap configuration of vEdge3

ipwe d
tunnel-inter

!

no shutdown
!
interface

ip addre s

no shutdown

Figure 36

: Bootstrap configuration of vEdge3
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Appendix

Bootstrap configuration of vEdge4

ed#t show running-config

m

Figure 37: Bootstrap configuration of vEdge 4
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Appendix

Private key and self-signed certificate (SDWAN.key and SDWAN.pem)
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ND ¢

Figure 38: Self-signed certficate SDWAN.pem

Figure 39: Private key SDWAN.key

vManage Certificate

IF Address 1.1

% Download

HhASEA]

Close

Figure 40: vManage certificate
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vBond Certificate

IP Address:  1.1.1.3

—BEGIN CERTIFICATE—

MIDICCAndCC GCmilpglL Rs Xz 6 TANBghghkiGSwiBAG=FAD BTMOswl 0DV OGE~JE
WENMASGAT UECAWETAMEEQMALGATUEBWwWHRUSTWFRIOzESMBAGA1UECw ZXRa
Db M EBw DY TV QD DAZTRCA MO UdwiHbe MU Njtoch TAz M Db he N Wz 2o Ty
MTAzMDLH]CEGEL MAKRG A1UEBRMCVVMxEZ& RBgN VB AGTCENhbG Imb 3. saWEXETAP
BgNVBACTCFNhbi BKENIMRS~EANY DVOO L Ewid Chici TuZ0hFDASEgNVBACTC1 Zp
cHRIBGEgTExDMUENPw Y TINVO D EhZ YmAuZ OO 2T My Thy'"51iNDEmLTRINZE i

MS Ty MTY SMWU 20D eSS 22 B DZWachLmMwb TEIM CAGCSqGSIbAD0E MR TedVw
G oydERZaXBIEWxhLmMNvETCCASRw DY KoZlwe MAQERB ADg gEPADCTA QoCog ER

A JULIAY -3 g 5 DalU RGN Zu Crivliud ZJEEdSma+DNFODjcloiPo i 2pNilgr
SgpeaFxZmil GBS 3 DhEZDzriLIhN ZateebhCMkGFxavTzLjhqw bgRsyupSanja

Uy bitigh Di+jok+n0WZ ASExTan1 DsdCi+ESaiPVEbsyLwYyE1Wuly DG TeAC4+VoaDa
QEAPmbzL PTW A T wp UG NRymZ B kKl eH mdi p T+ Z TAT LD FMO rs Biwi LI IWS E1 buE

=l CkvEzgl? po' TExDnkbn2 Mn2 df ANt Zbwdwiv b m+AuHWRO WL J SclzwBmCaordhd

% Dowmicad

3

Close

Figure 41: vBond certificate

vSmart Certificate

IP Address:  1.1.1.2

—BEGIN CERTIFICATE—
AN C CARE OO (D de. JDmyw D AN g hisG Swi B AD=FADETMOs WOy DVOOEEw.IE
WIENMA BT UEC AwETAIEEQMAEAT UEBwwHRUSTVRRIOzESMBAG AT UECTw TXRa
NI\ OM O Ew DO DO DD ATTRCT N wHhe KL TADMT Ay WheHMz A Ty
AT DT A WHC BrczEL MAKE A1 IEBRMCV Y ixEz ARBOHVE AT TCKNEBGImbaJuaWEXETAP
Bg NVBACTCFM bk B Kb NIMEWEAY DV 0L Ewld ChiciiuIN0xFDASBgNVEASTC Zp
CHAILGEEG TEDML vy A DV 0D Ez | 2221 herCt Mg T mi Wz kY] Ewhyd DV TADLTED

ZiMEMG MM R R DD g2 LTl m b GV 552 Do A @ g GG D B OEWE N
cHBvenRAdmbwd BV Y SEE 2 twog EMAD S C S B2 b ID0EBANILANIE Iy Av g EAalD
AODIHI =00 FehwiMeD Trgrasyu SREVALwIHDyCv LIS b Tep TR GLykinl T MAGAY

SNV T 06T fertl PAOETD4+13P b B3 twarcursgh S0 Udp /LI DdtSHy

912 26ch BEaRLG 4 ners e S G Pk A rwDF A0IC P2 JMCL a2 TCAF 1 sE+MnSef

SRR T DRIFHE T MW rac Y HO0U Tpd QMW FiaiBifi 1201 CohoOHWV.bye gkt
MEFZCWFyvSRAUABMESES 42007 Mts+ AU NEWIRPREzytmR oL KIKVBS3G U0ty

% Dowmicad

Closse

3

Figure 42: vSmart certificate
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Appendix

WAN Edge List

Cisco vManage
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Figure 43: WAN Edge list

vBond Orchestrator Control connections

PEER

PUBLIC IP

Figure 44: vBond orchestrator control connection
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Appendix

Local properties vEdgel

cont -_:-_ -_:_:'_-j-_'F: Y-
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- num

Figure 45: vEdgel local properties
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